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AUTHOR'S PREFACE

This book deals with a branch of mathematics of utmost importance to scientists and engineers concerned with actual mathematical calculations. Here the reader will find a systematic treatment of the basic theory of the more important special functions, as well as applications of this theory to specific problems of physics and engineering. In the choice of topics, I have been guided by the goal of giving a sufficiently detailed exposition of those problems which are of greatest practical interest. This has naturally led to a certain curtailment of the purely theoretical part of the book. In this regard, it should be noted that various useful properties of the special functions which do not appear in the text proper, will be found in the problems at the end of the appropriate chapters.

The book presupposes that the reader is familiar with the elements of the theory of functions of a complex variable, without which one cannot go very far in the study of special functions. However, in order to make the book more accessible to non-mathematicians, I have made a serious attempt to keep to a minimum the required background in complex variable theory. In particular, this has compelled me to depart from the order of presentation found in other treatments of the subject, where the special functions are first defined by certain convenient representations in terms of contour integrals.

The usual elementary course in complex variable theory is adequate for an understanding of most of the material presented here. It is also desirable, but not necessary, to know something about the analytic theory of linear
differential equations. I occasionally draw upon other branches of mathematics and physics, but only in connection with certain specific examples, so that lack of familiarity with the relevant information is no obstacle to reading the book.

It is assumed that the reader already appreciates, from his own experience, the need for using special functions. Therefore, I have not made a special point of motivating the introduction of various functions. By the same token, I have always sought the simplest way of defining the special functions and deriving their properties, without concern for historical or other considerations.

The arrangement of the material in the separate chapters is dictated by the desire to make the different parts of the book independent of each other, at least to a certain extent, so that one can study the simplest classes of functions without becoming involved with functions of a more general type. For example, I have separated the theory of the Legendre polynomials and Bessel functions of integral order from the general theory of spherical harmonics and cylinder functions, and I have also constructed the theory of spherical harmonics without recourse to the properties of the hypergeometric function.

The applications of the theory were selected with the aim of illustrating the different ways in which special functions are used in problems of physics and engineering. No attempt has been made to give a detailed treatment of the corresponding branches of mathematical physics. In this regard, most space has been devoted to the application of cylinder functions, and particularly, of spherical harmonics.

In preparing the present second edition of the book I have revised an earlier edition in various ways: Chapter 4 now contains a new version of the theorem on expansions in series of Hermite polynomials, which extends the previous theorem to a larger class of functions. I have also increased the number of examples illustrating the technique of expanding functions in series of Hermite and Laguerre polynomials. In Chapter 5 there is a new section dealing with the theory of Airy functions, which are often encountered in mathematical physics and play
an important role in deriving asymptotic representations of various special functions. Chapter 9, devoted to the theory of the hypergeometric function, has been completely revised, and I hope that in its present form, this chapter will be useful to theoretical physicists and others concerned with the application of the hypergeometric function, thereby partially filling a gap in the literature on the subject. I have added many new problems, which serve both as exercise material and as a source of supplementary information not to be found in the text itself. At the same time, I have removed a few problems of no particular interest. Finally, the references have been brought up-to-date.

I would like to take this opportunity to thank I. P. Skalskaya for help in preparing the present edition of my book.

N.N.L.
For the most part, this edition adheres closely to the revised Russian edition (Moscow, 1963). However, as always with the volumes of this series, I have not hesitated to introduce whatever improvements occurred to me in the course of working through the book. In the present case, two departures from the original text merit special mention:

1. The Bibliography and the references cited in the footnotes have been slanted towards books available in English or the West European languages.

2. Chapters 6 and 8 have been equipped with problems, most of them taken from the excellent collection by Lebedev, Skalskaya and Uflyand (Moscow, 1955).

Finally, it was deemed impractical to build in sufficiently detailed references to numerical tables of the special functions. Here all roads eventually lead to a consultation of the exhaustive bibliography compiled by Fletcher, Miller, Rosenhead and Comrie, or its Russian counterpart by Lebedev and Fedorova.
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THE GAMMA FUNCTION

1.1. Definition of the Gamma Function

One of the simplest and most important special functions is the gamma function, knowledge of whose properties is a prerequisite for the study of many other special functions, notably the cylinder functions and the hypergeometric function. Since the gamma function is usually studied in courses on complex variable theory, and even in advanced calculus, the treatment given here will be deliberately brief.

The gamma function is defined by the formula

\[ \Gamma(z) = \int_0^\infty e^{-t^{z-1}} \, dt, \quad \text{Re} \, z > 0, \]  

(1.1.1)

whenever the complex variable \( z \) has a positive real part \( \text{Re} \, z \). We can write (1.1.1) as a sum of two integrals, i.e.,

\[ \Gamma(z) = \int_0^1 e^{-t^{z-1}} \, dt + \int_1^\infty e^{-t^{z-1}} \, dt, \]  

(1.1.2)

where it can easily be shown that the first integral defines a function \( P(z) \)

\[ \left| \int_0^1 e^{-t^{z-1}} \, dt \right| \leq \int_0^1 e^{-t^z} \, dt < \infty, \quad \left| \int_1^\infty e^{-t^{z-1}} \, dt \right| \leq \int_1^\infty e^{-t^z} \, dt < \infty. \]

2 See E. C. Titchmarsh, *The Theory of Functions*, second edition, Oxford University Press, London (1939), p. 100, noting that the integrand \( e^{-t^{z-1}} \) is analytic in \( z \) and continuous in \( z \) and \( t \) for \( \text{Re} \, z > 0, 0 < t < \infty \), while the first integral is uniformly convergent for \( \text{Re} \, z \geq \delta > 0 \) and the second integral is uniformly convergent for \( \text{Re} \, z \leq A < \infty \), since then
which is analytic in the half-plane \( \text{Re } z > 0 \), while the second integral defines an entire function. It follows that the function \( \Gamma(z) = P(z) + Q(z) \) is analytic in the half-plane \( \text{Re } z > 0 \).

The values of \( \Gamma(z) \) in the rest of the complex plane can be found by analytic continuation of the function defined by (1.1.1). First we replace the exponential in the integral for \( P(z) \) by its power series expansion, and then we integrate term by term, obtaining

\[
P(z) = \int_0^1 t^{z-1} \, dt \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} t^k = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \int_0^1 t^{k+z-1} \, dt
\]

\[
= \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{z+k},
\]

(1.1.3)

where it is permissible to reverse the order of integration and summation since\(^9\)

\[
\int_0^1 |t^{z-1}| \, dt \sum_{k=0}^{\infty} \frac{|(-1)^k|}{k!} |t^k| = \int_0^1 t^{z-1} \, dt \sum_{k=0}^{\infty} \frac{t^k}{k!} = \int_0^1 e^{t^{z-1}} \, dt < \infty
\]

(the last integral converges for \( x = \text{Re } z > 0 \)). The terms of the series (1.1.3) are analytic functions of \( z \), if \( z \neq 0, -1, -2, \ldots \) Moreover, in the region\(^4\)

\[|z+k| \geq \delta > 0, \quad k = 0, 1, 2, \ldots,\]

(1.1.3) is majorized by the convergent series

\[
\sum_{k=0}^{\infty} \frac{1}{k! \delta^k}
\]

and hence is uniformly convergent in this region. Using Weierstrass’ theorem\(^5\) and the arbitrariness of \( \delta \), we conclude that the sum of the series (1.1.3) is a meromorphic function with simple poles at the points \( z = 0, -1, -2, \ldots \)

For \( \text{Re } z > 0 \) this function coincides with the integral \( P(z) \), and hence is the analytic continuation of \( P(z) \).

The function \( \Gamma(z) \) differs from \( P(z) \) by the term \( Q(z) \), which, as just shown, is an entire function. Therefore \( \Gamma(z) \) is a meromorphic function of the complex variable \( z \), with simple poles at the points \( z = 0, -1, -2, \ldots \)

---

\(^9\) E. C. Titchmarsh, \textit{op. cit.}, p. 45.

\(^4\) By a \textit{region} we mean an open connected point set (of two or more dimensions) together with some, all, or possibly none of its boundary points. In the latter case, we often speak of an \textit{open region} or \textit{domain}, in the former case, of a \textit{closed region} or \textit{closed domain}.

analytic expression for $\Gamma(z)$, suitable for defining $\Gamma(z)$ in the whole complex plane, is given by

$$\Gamma(z) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{z + k} + \int_{1}^{\infty} e^{-t^z} \frac{dt}{t}, \quad z \neq 0, -1, -2, \ldots \quad (1.1.4)$$

It follows from (1.1.4) that $\Gamma(z)$ has the representation

$$\Gamma(z) = \frac{(-1)^n}{n!} \frac{1}{z + n} + \Omega(z + n) \quad (1.1.5)$$
in a neighborhood of the pole $z = -n$ ($n = 0, 1, 2, \ldots$), with regular part $\Omega(z + n)$.

### 1.2. Some Relations Satisfied by the Gamma Function

We now prove three basic relations satisfied by the gamma function:

$$\Gamma(z + 1) = z\Gamma(z), \quad (1.2.1)$$

$$\Gamma(z)\Gamma(1 - z) = \frac{\pi}{\sin \frac{\pi z}{2}}, \quad (1.2.2)$$

$$2^{2z-1}\Gamma(z)\Gamma(z + \frac{1}{2}) = \sqrt{\pi}\Gamma(2z). \quad (1.2.3)$$

These formulas play an important role in various transformations and calculations involving $\Gamma(z)$.

To prove (1.2.1), we assume that $\Re z > 0$ and use the integral representation (1.1.1). An integration by parts gives

$$\Gamma(z + 1) = \int_{0}^{\infty} e^{-t^z} \, dt = -e^{-t^z} \bigg|_{0}^{\infty} + z \int_{0}^{\infty} e^{-t^z} \, dt = z\Gamma(z)$$

The validity of this result for arbitrary complex $z \neq 0, -1, -2, \ldots$ is an immediate consequence of the principle of analytic continuation, since both sides of the formula are analytic everywhere except at the points $z = 0, -1, -2, \ldots$.

To derive (1.2.2), we temporarily assume that $0 < \Re z < 1$ and again use (1.1.1), obtaining

$$\Gamma(z)\Gamma(1 - z) = \int_{0}^{\infty} \int_{0}^{\infty} e^{-t^z + s - 2t^z} \, ds \, dt.$$
Introducing the new variables

\[ u = s + t, \quad v = \frac{t}{s}, \]

we find that

\[
\Gamma(z)\Gamma(1 - z) = \int_0^\infty \int_0^\infty e^{-uyz-1} \frac{du}{1 + v} = \int_0^\infty \frac{v^{z-1}}{1 + v} \, dv = \frac{\pi}{\sin \pi z}
\]

Using the principle of analytic continuation, we see that this formula remains valid everywhere in the complex plane except at the points \( z = 0, \pm 1, \pm 2, \ldots \).

To prove (1.2.3), known as the duplication formula, we assume that \( \text{Re} \, z > 0 \) and then use (1.1.1) again, obtaining

\[
2^{2z-1}\Gamma(z)\Gamma(z + \frac{1}{2}) = \int_0^\infty \int_0^\infty e^{-(s+t)(2\sqrt{s^2-1})} \frac{ds}{2s-1} \, dt
\]

\[ = 4 \int_0^\infty \int_0^\infty e^{-(\alpha^2 + \beta^2)(2\alpha\beta)^{2z-1}} \, d\alpha \, d\beta,
\]

where we have introduced new variables \( \alpha = \sqrt{s}, \beta = \sqrt{t} \). To this formula we add the similar formula obtained by permuting \( \alpha \) and \( \beta \). This gives the more symmetric representation

\[
2^{2z-1}\Gamma(z)\Gamma(z + \frac{1}{2}) = 2 \int_0^\infty \int_0^\infty e^{-(\alpha^2 + \beta^2)(2\alpha\beta)^{2z-1}} \, d\alpha \, d\beta
\]

\[ = 4 \int_0^\infty \int_0^\infty e^{-(\alpha^2 + \beta^2)(2\alpha\beta)^{2z-1}} \, d\alpha \, d\beta,
\]

where the last integral is over the sector \( \sigma: 0 \leq \alpha < \infty, 0 \leq \beta < \alpha \). Introducing new variables

\[ u = \alpha^2 + \beta^2, \quad v = 2\alpha\beta,
\]

we find that

\[
2^{2z-1}\Gamma(z)\Gamma(z + \frac{1}{2}) = \int_0^\infty v^{2z-1} \, dv \int_0^\infty \frac{e^{-u}}{\sqrt{u - v}} \, du
\]

\[ = 2 \int_0^\infty e^{-\nu^{2z-1}} \, d\nu \int_0^\infty e^{-\nu^2} \, d\nu = \sqrt{\pi} \Gamma(2z).
\]

As before, this result can be extended to arbitrary complex values \( z \neq 0, -\frac{1}{2}, -1, -\frac{3}{2}, \ldots \), by using the principle of analytic continuation.

We now use formula (1.2.1) to calculate \( \Gamma(z) \) for some special values of the variable \( z \). Applying (1.2.1) and noting that \( \Gamma(1) = 1 \), we find by mathematical induction that

\[
\Gamma(n + 1) = n!, \quad n = 0, 1, 2, \ldots
\]

(1.2.4)

\[ ^7 \text{For the evaluation of the integral in the last step, see E. C. Titchmarsh, \textit{op. cit.}, p. 105.} \]
Moreover, setting \( z = \frac{1}{2} \) in (1.1.1), we obtain
\[
\Gamma\left(\frac{1}{2}\right) = \int_0^\infty e^{-t} t^{-1/2} \, dt = 2 \int_0^\infty e^{-u^2} \, du = \sqrt{\pi},
\]
and then (1.2.1) implies
\[
\Gamma(n + \frac{1}{2}) = \frac{1 \cdot 3 \cdot 5 \cdots (2n - 1)}{2^n \sqrt{\pi}}, \quad n = 1, 2, \ldots \tag{1.2.6}
\]

Finally we use (1.2.2) to prove that the function \( \Gamma(z) \) has no zeros in the complex plane. First we note that the points \( z = n \) \((n = 0, \pm 1, \pm 2, \ldots)\) cannot be zeros of \( \Gamma(z) \), since \( \Gamma(n) = (n - 1)! \) if \( n = 1, 2, \ldots \), while \( \Gamma(n) = \infty \) if \( n = 0, -1, -2, \ldots \). The fact that no other value of \( z \) can be a zero of \( \Gamma(z) \) is an immediate consequence of (1.2.2), since if a nonintegral value of \( z \) were a zero of \( \Gamma(z) \) it would have to be a pole of \( \Gamma(1 - z) \), which is impossible. It follows at once that \( \Gamma(z)^{-1} \) is an entire function.

### 1.3. The Logarithmic Derivative of the Gamma Function

The theory of the gamma function is intimately related to the theory of another special function, i.e., the logarithmic derivative of \( \Gamma(z) \):
\[
\psi(z) = \frac{\Gamma'(z)}{\Gamma(z)}, \tag{1.3.1}
\]

Since \( \Gamma(z) \) is a meromorphic function with no zeros, \( \psi(z) \) can have no singular points other than the poles \( z = -n \) \((n = 0, 1, 2, \ldots) \) of \( \Gamma(z) \). It follows from (1.1.5) that \( \psi(z) \) has the representation
\[
\psi(z) = -\frac{1}{z + n} + \Omega(z + n) \tag{1.3.2}
\]
in a neighborhood of the point \( z = -n \), and hence \( \psi(z) \), like \( \Gamma(z) \), is a meromorphic function with simple poles at the points \( z = 0, -1, -2, \ldots \).

The function \( \psi(z) \) satisfies relations obtained from formulas (1.2.1–3)\(^*\) by taking logarithmic derivatives. In this way, we find that
\[
\psi(z + 1) = \frac{1}{z} + \psi(z), \tag{1.3.3}
\]
\[
\psi(1 - z) - \psi(z) = \pi \cot \pi z, \tag{1.3.4}
\]
\[
\psi(z) + \psi(z + \frac{1}{2}) + 2 \log 2 = 2\psi(2z). \tag{1.3.5}
\]

\(^*\) Of course, the regular part \( \Omega(z + n) \) in (1.3.2) is not the same as in (1.1.5).
\(^*\) By (1.2.1–3) we mean formulas (1.2.1) through (1.2.3). Similarly, (1.2.1, 4, 6) means formulas (1.2.1), (1.2.4) and (1.2.6), etc.
These formulas can be used to calculate \( \psi(z) \) for special values of \( z \). For example, writing
\[
\psi(1) = \Gamma'(1) = -\gamma,
\]
where \( \gamma = 0.57721566 \ldots \) is Euler's constant, and using (1.3.3), we obtain
\[
\psi(n + 1) = -\gamma + \sum_{k=1}^{n} \frac{1}{k} \quad n = 1, 2, \ldots
\]
Moreover, substituting \( z = \frac{1}{2} \) into (1.3.5), we find that
\[
\psi\left(\frac{1}{2}\right) = -\gamma - 2 \log 2,
\]
and then (1.3.3) gives
\[
\psi\left(n + \frac{1}{2}\right) = -\gamma - 2 \log 2 + 2 \sum_{k=1}^{n} \frac{1}{2k - 1} \quad n = 1, 2, \ldots
\]
The function \( \psi(z) \) has simple representations in the form of definite integrals involving the variable \( z \) as a parameter. To derive these representations, we first note that (1.1.1) implies \(^{10}\)
\[
\Gamma'(z) = \int_{0}^{\infty} e^{-t} t^{z-1} \log t \, dt, \quad \text{Re } z > 0.
\]
If we replace the logarithm in the integrand by its expression in terms of the Frullani integral \(^{11}\)
\[
\log t = \int_{0}^{\infty} \frac{e^{-x} - e^{-xt}}{x} \, dx, \quad \text{Re } t > 0,
\]
we find that \(^{12}\)
\[
\Gamma'(z) = \int_{0}^{\infty} \frac{dx}{x} \int_{0}^{\infty} (e^{-x} - e^{-xt}) e^{-t} t^{z-1} \, dt
\]
\[
= \int_{0}^{\infty} \frac{dx}{x} \left[ -e^{-x} \Gamma(z) - \int_{0}^{\infty} e^{-t(x+1)} t^{z-1} \, dt \right].
\]
Introducing the new variable of integration \( u = t(x + 1) \), we find that the integral in brackets equals \((x + 1)^{-1} \Gamma(z)\). This leads to the following integral representation of \( \psi(z) \):
\[
\psi(z) = \int_{0}^{\infty} \left[ e^{-x} - \frac{1}{(x+1)^2} \right] \frac{dx}{x}, \quad \text{Re } z > 0.
\]
\(^{10}\) To justify differentiating behind the integral sign, see E. C. Titchmarsh, op. cit., pp. 99–100.


\(^{12}\) Here, as elsewhere in this chapter, we omit detailed justification of the reversal of order of integration. An appropriate argument can always be supplied, usually by proving the absolute convergence of the double integral and then using Fubini’s theorem. See H. Kestelman, Modern Theories of Integration, second revised edition, Dover Publications, Inc., New York (1960), Chap. 8, esp. Theorems 279 and 280.
To obtain another integral representation of $\psi(z)$, we write (1.3.12) in the form

$$\psi(z) = \lim_{\delta \to 0} \int_{\delta}^{\infty} \left[ e^{-x} - \frac{1}{(x+1)^z} \right] dx = \lim_{\delta \to 0} \left[ \int_{\delta}^{\infty} \frac{e^{-x}}{x} dx - \int_{\delta}^{\infty} \frac{dx}{(x+1)^z x} \right],$$

and change the variable of integration in the second integral, by setting $x + 1 = e^t$. This gives

$$\psi(z) = \lim_{\delta \to 0} \left[ \int_{\delta}^{\infty} \frac{e^{-t}}{t} dt - \int_{\log(1 + \delta)}^{\infty} \frac{e^{-tz}}{1 - e^{-t}} dt \right]$$

$$= \lim_{\delta \to 0} \left[ \int_{\log(1 + \delta)}^{\infty} \left( \frac{e^{-t}}{t} - \frac{e^{-tz}}{1 - e^{-t}} \right) dt - \int_{\log(1+\delta)}^{\infty} \frac{e^{-t}}{t} dt \right],$$

and therefore, since the second integral approaches zero as $\delta \to 0$,

$$\psi(z) = \int_{0}^{\infty} \left( \frac{e^{-t}}{t} - \frac{e^{-tz}}{1 - e^{-t}} \right) dt, \quad \text{Re } z > 0. \quad (1.3.13)$$

Setting $z = 1$ and subtracting the result from (1.3.13), we find that

$$\psi(z) = -\gamma + \int_{0}^{\infty} \frac{e^{-t} - e^{-tz}}{1 - e^{-t}} dt, \quad \text{Re } z > 0, \quad (1.3.14)$$

or

$$\psi(z) = -\gamma + \int_{0}^{1} \frac{1 - xe^{-t}}{1 - x} dx, \quad \text{Re } z > 0, \quad (1.3.15)$$

where we have introduced the variable of integration $x = e^{-t}$.

From formula (1.3.15) we can deduce an important representation of $\psi(z)$ as an analytic expression valid for all $z \neq 0, -1, -2, \ldots$, i.e., in the whole domain of definition of $\psi(z)$. To obtain this representation, we substitute the power series expansion

$$(1 - x)^{-1} = 1 + x + x^2 + \cdots + x^n + \cdots, \quad 0 \leq x < 1$$

into (1.3.15) and integrate term by term (this operation is easily justified). The result is

$$\psi(z) = -\gamma + \sum_{n=0}^{\infty} \left( \frac{1}{n+1} - \frac{1}{n+z} \right). \quad (1.3.16)$$

The series (1.3.16), whose terms are analytic functions for $z \neq 0, -1, -2, \ldots$, is uniformly convergent in the region defined by the inequalities

$$|z + n| \geq \delta > 0, \quad n = 0, 1, 2, \ldots \quad \text{and} \quad |z| < a,$$

since

$$\left| \frac{1}{n+1} - \frac{1}{n+z} \right| < \frac{a+1}{(n+1)(n-a)}$$
for \( n \geq N > a \), and the series
\[
\sum_{n=\nu}^{\infty} \frac{a + 1}{(n + 1)(n - a)}
\]
converges. Therefore, since \( \delta \) is arbitrarily small and \( a \) arbitrarily large, both sides of (1.3.16) are analytic functions except at the poles \( z = 0, -1, -2, \ldots \), and hence, according to the principle of analytic continuation, the original restriction \( \text{Re} \ z > 0 \) used to prove this formula can be dropped. If we replace \( z \) by \( z + 1 \) in (1.3.16), integrate the resulting series between the limits 0 and \( z \), and then take exponentials of both sides, we find the following infinite product representation of the gamma function:
\[
\frac{1}{\Gamma(z + 1)} = e^{\gamma} \prod_{n=1}^{\infty} \frac{e^{-\frac{z}{n}}}{1 + \frac{z}{n}},
\tag{1.3.17}
\]
This formula can be made the starting point for the theory of the gamma function, instead of the integral representation (1.1.1).

Finally we derive some formulas for Euler's constant \( \gamma \). Setting \( z = 1 \) in (1.3.12–13), we obtain
\[
\gamma = -\psi(1) = \int_0^{\infty} \left( \frac{1}{1 + x} - e^{-x} \right) \frac{dx}{x} = \int_0^{\infty} \left( \frac{1}{1 - e^{-t}} - \frac{1}{t} \right) e^{-t} \, dt.
\tag{1.3.18}
\]
Moreover, (1.3.10) implies
\[
\gamma = -\int_0^{\infty} e^{-t} \log t \, dt,
\tag{1.3.19}
\]
which, when integrated by parts, gives
\[
\gamma = \int_0^1 \log t \, d(e^{-t} - 1) + \int_1^{\infty} \log t \, d(e^{-t}) = \int_0^1 \frac{1 - e^{-t}}{t} \, dt - \int_1^{\infty} \frac{e^{-t}}{t} \, dt.
\]
Replacing \( t \) by \( 1/t \) in the last integral on the right, we find that
\[
\gamma = \int_0^1 \frac{1 - e^{-t} - e^{-1/t}}{t} \, dt.
\tag{1.3.20}
\]

1.4. Asymptotic Representation of the Gamma Function for Large \( |z| \)

To describe the behavior of a given function \( f(z) \) as \( |z| \to \infty \) within a sector \( \alpha \leq \arg z \leq \beta \), it is in many cases sufficient to derive an expression of the form
\[
f(z) = \varphi(z)[1 + r(z)],
\tag{1.4.1}
\]
where \( \varphi(z) \) is a function of a simpler structure than \( f(z) \), and \( r(z) \) converges uniformly to zero as \( |z| \to \infty \) within the given sector. Formulas of this type are called asymptotic representations of \( f(z) \) for large \( |z| \). It follows from
(1.4.1) that the ratio \( f(z)/\varphi(z) \) converges to unity as \( |z| \to \infty \), i.e., the two functions \( f(z) \) and \( \varphi(z) \) are “asymptotically equal,” a fact we indicate by writing

\[
f(z) \approx \varphi(z), \quad |z| \to \infty, \quad \alpha \leq \arg z \leq \beta.
\]

An estimate of \( |r(z)| \) gives the size of the error committed when \( f(z) \) is replaced by \( \varphi(z) \) for large but finite \( |z| \).

We now look for a description of the behavior of the function \( f(z) \) as \( |z| \to \infty \) which is more exact than that given by (1.4.1). Suppose we succeed in deriving the formula

\[
f(z) = \varphi(z) \left[ \sum_{n=0}^{N} a_n z^{-n} + r_N(z) \right], \quad a_0 = 1, \quad N = 1, 2, \ldots, \quad (1.4.3)
\]

where \( z^n r_N(z) \) converges uniformly to zero as \( |z| \to \infty, \alpha \leq \arg z \leq \beta \). [Note that (1.4.3) reduces to (1.4.1) for \( N = 0 \).] Then we write

\[
f(z) \approx \varphi(z) \sum_{n=0}^{\infty} a_n z^{-n}, \quad |z| \to \infty, \quad \alpha \leq \arg z \leq \beta, \quad (1.4.4)
\]

and the right-hand side is called an asymptotic series or asymptotic expansion of \( f(z) \) for large \( |z| \). It should be noted that this definition does not stipulate that the given series converge in the ordinary sense, and on the contrary, the series will usually diverge. Nevertheless, asymptotic series are very useful, since, by taking a finite number of terms, we can obtain an arbitrarily good approximation to the function \( f(z) \) for sufficiently large \( |z| \). In this book, the reader will find many examples of asymptotic representations and asymptotic series (see Secs. 1.4, 2.2, 3.2, 4.6, 4.14, 4.22, 5.11, etc.). For the general theory of asymptotic series, we refer to the references cited in the Bibliography on p. 300.

To obtain an asymptotic representation of the gamma function \( \Gamma(z) \), it is convenient to first derive an asymptotic representation of \( \log \Gamma(z) \). To this end, let \( \text{Re } z > 0 \), and consider the integral representation (1.3.13), with \( z \) replaced by \( z + 1 \), i.e.,

\[
\varphi(z + 1) = \frac{\Gamma(z + 1)}{\Gamma(z + 1)} = \int_0^\infty \frac{e^{-t} - e^{-tz}}{t} dt = \int_0^\infty e^{-t} \frac{e^{-tz}}{t} dt + \frac{1}{2} \int_0^\infty e^{-tz} dt - \int_0^\infty \left( \frac{1}{2} \frac{1}{t} + \frac{1}{e^t - 1} \right) e^{-tz} dt,
\]

or

\[
\frac{\Gamma'(z + 1)}{\Gamma(z + 1)} = \log z + \frac{1}{2z} - \int_0^\infty \left( \frac{1}{2} \frac{1}{t} + \frac{1}{e^t - 1} \right) e^{-tz} dt,
\]

where we have used (1.3.11). Integrating the last equation between the limits 1 and \( z \), and bearing in mind that

\[
\log \Gamma(z + 1) = \log \Gamma(z) + \log z,
\]
we find that
\[
\log \Gamma(z) = \left(z - \frac{1}{2}\right) \log z - z + 1 + \int_0^\infty \left(\frac{1}{2} - \frac{1}{t} + \frac{1}{e^t - 1}\right) \frac{e^{-tz} - e^{-t}}{t} \, dt,
\]
(1.4.5)
where Re \(z > 0\). It should be noted that the function
\[
f(t) = \left(\frac{1}{2} - \frac{1}{t} + \frac{1}{e^t - 1}\right) \frac{1}{t},
\]
(1.4.6)
appearing in the integrand in (1.4.5), is continuous for \(t \geq 0\), with \(f(0) = \frac{1}{2}\), as can easily be verified by expanding \(f(t)\) in a power series in a neighborhood of the point \(t = 0\).

To simplify (1.4.5), we evaluate the integral
\[
\mathcal{J} = \int_0^\infty f(t)e^{-t} \, dt.
\]
(1.4.7)
This can be done by using the following trick: If
\[
\mathcal{J} = \int_0^\infty f(t)e^{-t^{1/2}} \, dt,
\]
(1.4.8)
then
\[
\mathcal{J} - \mathcal{I} = \int_0^\infty e^{-t^{1/2}} \left[f(t) - \frac{1}{2} f\left(\frac{t}{2}\right)\right] \, dt = \int_0^\infty \left(\frac{e^{-t^{1/2}}}{t} - \frac{1}{e^t - 1}\right) \, dt.
\]
(1.4.9)

It follows that
\[
\mathcal{J} = (\mathcal{J} - \mathcal{I}) + \mathcal{I} = \int_0^\infty \left(\frac{e^{-t^{1/2}} - e^{-t}}{t} - \frac{e^{-t^{1/2}}}{2} \right) \, dt
\]
\[
= \int_0^\infty \left[- \frac{d}{dt}\left(\frac{e^{-t^{1/2}} - e^{-t}}{t}\right) + \frac{e^{-t} - e^{-t^{1/2}}}{2t} \right] \, dt
\]
\[
= - \frac{e^{-t^{1/2}} - e^{-t}}{t} \bigg|_0^\infty + \frac{1}{2} \int_0^\infty e^{-t} - e^{-t^{1/2}} \, dt = \frac{1}{2} + \frac{1}{2} \log \frac{1}{2}.
\]
(1.4.9)

On the other hand, substituting \(z = \frac{1}{2}\) into (1.4.5), we find that
\[
\mathcal{J} - \mathcal{I} = \frac{1}{2} \log \pi - \frac{1}{4},
\]
(1.4.10)
and hence
\[
\mathcal{J} = 1 - \frac{1}{2} \log 2\pi.
\]
(1.4.11)
Using this result, we can write (1.4.5) in the form
\[
\log \Gamma(z) = \left(z - \frac{1}{2}\right) \log z - z + \frac{1}{4} \log 2\pi + \omega(z),
\]
(1.4.12)
\footnote{The choice of the path of integration is unimportant. To justify integration behind the integral sign, we use an absolute convergence argument (cf. footnote 12, p. 6).}
where

\[ \omega(z) = \int_0^\infty f(t)e^{-zt} \, dt, \quad \text{Re } z > 0. \]  

(1.4.13)

Since \( f(t) \) decreases monotonically as \( t \) increases,\(^{14}\) the integral (1.4.13) also converges for \( \text{Re } z = 0, \text{Im } z \neq 0.\)\(^{15}\)

Using (1.4.12) and (1.4.13), we can easily derive an asymptotic representation of \( \Gamma(z) \). First let \( |\arg z| \leq \pi/2, \) and integrate (1.4.13) by parts, obtaining

\[ \omega(z) = \frac{1}{z} \left[ f(0) + \int_0^\infty f'(t)e^{-zt} \, dt \right]. \]  

(1.4.14)

Since \( f'(t) \leq 0, |f'(t)| = -f'(t), \) we have

\[ |\omega(z)| \leq \frac{1}{|z|} \left| f(0) - \int_0^\infty f'(t) \, dt \right| = \frac{2f(0)}{|z|}, \]

i.e.,

\[ |\omega(z)| \leq \frac{1}{\delta|z|}, \quad |\arg z| < \frac{\pi}{2}. \]  

(1.4.15)

Then, taking exponentials of both sides of (1.4.12), we find that

\[ \Gamma(z) = e^{-(z - \frac{1}{2}) \log z} z^{-\frac{1}{2}} \log \Gamma[1 + r(z)], \quad |\arg z| \leq \frac{\pi}{2} \]  

(1.4.16)

where

\[ r(z) = e^{\omega(z)} - 1. \]

According to (1.4.15),

\[ |r(z)| \leq \frac{C}{|z|} \]  

(1.4.17)

where \( C \) is an absolute constant (we assume that \( z \) is bounded away from zero, i.e., \( |z| \geq a > 0 \)). Thus \( r(z) \) is of order \( |z|^{-1} \) as \( |z| \to \infty \), a fact indicated by writing\(^{16}\)

\[ r(z) = O(|z|^{-1}), \]  

(1.4.18)

and hence (1.4.16) is an asymptotic representation of \( \Gamma(z) \) in the indicated sector.

To derive an asymptotic representation of \( \Gamma(z) \) which is valid in other

---

\(^{14}\) This follows at once from the expansion

\[ f(t) = 2 \sum_{k=1}^\infty \frac{1}{k^2 + 4\pi^2 t^2}. \]


\(^{15}\) E. C. Titchmarsh, op. cit., p. 21.

\(^{16}\) We say that \( f(z) \) is of order \( \phi(z) \) as \( z \to z_0 \), and write \( f(z) = O(\phi(z)) \) as \( z \to z_0 \), if the inequality \( |f(z)| \leq A|\phi(z)| \) holds in a neighborhood of \( z_0 \), where \( A \) is some constant. If \( z_0 \) is not explicitly mentioned, then \( z_0 = \infty. \)
sectors of the complex plane, we proceed as follows: Let \( \delta \) be an arbitrarily small fixed positive number, and let

\[
\frac{\pi}{2} \leq \arg z \leq \pi - \delta.
\]

(1.4.19)

Since \( \arg (-z) = \arg z - \pi \), this implies

\[
-\frac{\pi}{2} \leq \arg (-z) \leq -\delta.
\]

It follows from (1.2.1–2) that

\[
\Gamma(z) = \frac{\pi}{-z \Gamma(-z) \sin \pi z},
\]

(1.4.20)

where, according to (1.4.16) and (1.4.18),

\[
\Gamma(-z) = e^{-(\xi + \frac{1}{2} \log z - \frac{1}{2} \log 2\pi)^2} \Gamma(1 + O(|z|^{-1})).
\]

(1.4.21)

On the other hand, in the sector (1.4.19),

\[
\sin \pi z = \frac{e^{\pi iz} - e^{-\pi iz}}{2i} = -\frac{e^{-\pi iz}}{2i} \left(1 - e^{2\pi iz}\right)
\]

\[
= -\frac{e^{-\pi iz}}{2i} \left(1 - \frac{1}{z} ze^{2\pi iz}\right) = -\frac{e^{-\pi iz}}{2i} \left[1 + O(|z|^{-1})\right],
\]

(1.4.22)

since \( z e^{2\pi iz} \) is bounded in this sector. Substituting (1.4.21–22) into (1.4.20), we again arrive at formula (1.4.16). A similar result is obtained for the sector

\[-(\pi - \delta) \leq \arg z \leq -\frac{\pi}{2}\]

Finally, therefore, in any sector

\[|\arg z| \leq \pi - \delta,\]

we have the asymptotic representation

\[
\Gamma(z) = e^{(z - \frac{1}{2} \log z - \frac{1}{2} \log 2\pi)^2} \Gamma(1 + O(|z|^{-1})).
\]

(1.4.23)

Considerations resembling those just given, but much more complicated, lead to the more exact formula

\[
\Gamma(z) = e^{(z - \frac{1}{2} \log z - \frac{1}{2} \log 2\pi)^2} \left[1 + \frac{1}{12z} + \frac{1}{288z^2} - \frac{139}{51840z^3} + O(|z|^{-4})\right].
\]

(1.4.24)

If \( z = x \) is a positive real number, then (1.4.16) becomes Stirling's formula

\[
\Gamma(x) = \sqrt{2\pi} x^{x - \frac{1}{2}} e^{-x} [1 + r(x)],
\]

(1.4.25)

\[\text{\footnote{\text{See G. N. Watson, An expansion related to Stirling's formula, derived by the method of steepest descents, Quart. J. Pure and Appl. Math., 48, 1 (1920).}}}\]
where for \( r(x) \) we have a sharper estimate than that given by (1.4.17). In fact, if \( z = x > 0 \), then
\[
|\omega(x)| \leq f(0) \int_0^\infty e^{-xt} \, dt = \frac{1}{12x} 
\]
so that
\[
|r(x)| \leq e^{1/12x} - 1. \tag{1.4.27}
\]

Finally, we note that (1.2.4) and (1.4.25) imply the following asymptotic representation of the factorial:
\[
n! \approx \sqrt{2\pi n^2 + \frac{1}{4}}e^{-n}, \quad n \to \infty. \tag{1.4.28}
\]

1.5. Definite Integrals Related to the Gamma Function

The class of integrals which can be expressed in terms of the gamma function is very large. Here we consider only a few examples, mainly with the intent of deriving some formulas that will be needed later.

Our first result is the formula
\[
\int_0^\infty e^{-pt} t^{z-1} \, dt = \frac{\Gamma(z)}{p^z}, \quad \text{Re} \, p > 0, \quad \text{Re} \, z > 0, \tag{1.5.1}
\]
which is easily proved for positive real \( p \) by making the change of variables \( s = pt \), and then using the integral representation (1.1.1). The extension of (1.5.1) to arbitrary complex \( p \) with \( \text{Re} \, p > 0 \) is accomplished by using the principle of analytic continuation.

Next consider the integral
\[
B(x, y) = \int_0^1 t^{x-1}(1 - t)^{y-1} \, dt, \quad \text{Re} \, x > 0, \quad \text{Re} \, y > 0, \tag{1.5.2}
\]
known as the beta function. It is easy to see that (1.5.2) represents an analytic function in each of the complex variables \( x \) and \( y \). If we introduce the new variable of integration \( u = t/(1 - t) \), then (1.5.2) becomes
\[
B(x, y) = \int_0^\infty \frac{u^{x-1}}{(1 + u)^{x+y}} \, du, \quad \text{Re} \, x > 0, \quad \text{Re} \, y > 0. \tag{1.5.3}
\]
Setting \( p = 1 + u, z = x + y \) in (1.5.1), we find that
\[
\frac{1}{(1 + u)^{x+y}} = \frac{1}{\Gamma(x+y)} \int_0^\infty e^{-(1+u)t} t^{x+y-1} \, dt, \tag{1.5.4}
\]
and substituting the result into (1.5.3), we obtain
\[
B(x, y) = \frac{1}{\Gamma(x+y)} \int_0^\infty e^{-t} t^{x+y-1} \, dt \int_0^\infty e^{-ut} u^{x-1} \, du = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)}. \tag{1.5.5}
\]
Thus we have derived the formula
\[ B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x + y)} \]  \hspace{1cm} (1.5.6)
relating the beta function to the gamma function, which can be used to derive all the properties of the beta function.

**PROBLEMS**

1. Prove that
\[ |\Gamma(\imath y)|^2 = \frac{\pi}{y \sinh \pi y}, \hspace{1cm} |\Gamma(\frac{1}{2} + \imath y)|^2 = \frac{\pi}{\cosh \pi y} \]
for real \( y \).

2. Using (1.5.6), verify the identity
\[ \int_0^\infty \frac{\cosh 2yt}{(\cosh t)^{2x}} \, dt = 2^{2x-2} \frac{\Gamma(x + y)\Gamma(x - y)}{\Gamma(2x)}, \hspace{1cm} \text{Re} \, x > 0, \hspace{1cm} \text{Re} \, x > |\text{Re} \, y|. \]

3. Prove that
\[ \int_0^{\pi/2} \cos^\nu \theta \, d\theta = \frac{\sqrt{\pi}}{\Gamma\left(\frac{\nu + 1}{2}\right)}, \hspace{1cm} \text{Re} \, \nu > -1, \]
\[ \int_0^{\pi/2} \sin^\nu \theta \, d\theta = \frac{\sqrt{\pi}}{\Gamma\left(\frac{\nu + 1}{2}\right)}, \hspace{1cm} \text{Re} \, \nu > -1, \]
\[ \int_0^{\pi/2} \cos^\nu \theta \sin^\nu \theta \, d\theta = \frac{1}{2} \frac{\Gamma\left(\frac{\mu + 1}{2}\right)\Gamma\left(\frac{\nu + 1}{2}\right)}{\Gamma\left(\frac{\mu + \nu + 1}{2}\right)}, \hspace{1cm} \text{Re} \, \mu > -1, \hspace{1cm} \text{Re} \, \nu > -1. \]

4. Verify the formula
\[ \Gamma(3z) = \frac{3^{3z-\frac{3}{2}}}{2\pi} \Gamma(z)\Gamma(z + \frac{1}{2})\Gamma(z + \frac{3}{2}). \]  \hspace{1cm} (i)

5. Derive the formula
\[ 3\psi(3z) = \psi(z) + \psi(z + \frac{1}{2}) + \psi(z + \frac{3}{2}) + 3 \log 3. \]

**Hint.** Calculate the logarithmic derivatives of both sides of (i).

6. Derive the following integral representation of the square of the gamma function, where \( K_0(t) \) is Macdonald's function (defined in Sec. 5.7):
\[ \Gamma^2(z) = 2^{2z-1} \int_0^\infty t^{z-1}K_0(t) \, dt, \hspace{1cm} \text{Re} \, z > 0. \]

**Hint.** Use formulas (5.10.23), (1.5.1) and the integral in Problem 2.
PROBLEMS

7. Derive the asymptotic formulas
\[
\Gamma(z + \alpha) = e^{2\pi z \alpha - \frac{1}{2} \log z - \frac{1}{2} \log 2\pi} [1 + O(|z|^{-1})],
\]
\[
\frac{\Gamma(z + \alpha)}{\Gamma(z + \beta)} = z^{\beta - \alpha} \left[ 1 + \frac{(\alpha - \beta)(\alpha + \beta - 1)}{2\pi} + O(|z|^{-2}) \right],
\]
where \(\alpha\) and \(\beta\) are arbitrary constants, and \(|\arg z| \leq \pi - \delta\).

*Hint.* Use the results of Sec. 1.4.

8. Derive the asymptotic formula
\[
|\Gamma(x + iy)| = \sqrt{2\pi} e^{-\frac{1}{2}x|y|} |y|^{-\frac{1}{2}}[1 + r(x, y)],
\]
where as \(|t| \to \infty, r(x, y) \to 0\) uniformly in the strip \(|x| < \alpha\) (\(\alpha\) is a constant).

9. Show that the integral representation
\[
\frac{1}{\Gamma(z)} = \frac{1}{2\pi i} \int_0^\infty e^{t^{-z}} dt
\]
holds for arbitrary complex \(z\), where \(t^{-z} = e^{-z \log t}\), \(|\arg t| < \pi\), and \(C\) is the contour shown in Figure 13, p. 117.

10. The *incomplete gamma function* \(\gamma(z, \alpha)\) and its *complement* \(\Gamma(z, \alpha)\) are defined by the formulas
\[
\gamma(z, \alpha) = \int_0^\infty e^{-t} t^{z-1} dt, \quad \text{Re} \, z > 0, \quad |\arg \alpha| < \pi,
\]
\[
\Gamma(z, \alpha) = \int_\alpha^\infty e^{-t} t^{z-1} dt, \quad |\arg \alpha| < \pi,
\]
so that
\[
\gamma(z, \alpha) + \Gamma(z, \alpha) = \Gamma(z).
\]
Prove that for fixed \(\alpha\), \(\Gamma(z, \alpha)\) is an entire function of \(z\), while \(\gamma(z, \alpha)\) is a meromorphic function of \(z\), with poles at the points \(z = 0, -1, -2, \ldots\).

11. Derive the formulas
\[
\gamma(z + 1, \alpha) = z\gamma(z, \alpha) - e^{-\alpha} \alpha^z,
\]
\[
\Gamma(z + 1, \alpha) = z\Gamma(z, \alpha) + e^{-\alpha} \alpha^z.
\]

12. Derive the following representation of \(\gamma(z, \alpha)\):
\[
\gamma(z, \alpha) = \sum_{k=0}^{\infty} \frac{(-1)^k \alpha^{k+z}}{k!(k+2)} \quad \text{for } z \neq 0, -1, -2, \ldots
\]
2

THE PROBABILITY INTEGRAL AND RELATED FUNCTIONS

2.1. The Probability Integral and Its Basic Properties

By the probability integral is meant the function defined for any complex number $z$ by the integral

$$\Phi(z) = \frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-t^2} dt,$$  \hfill (2.1.1)

evaluated along an arbitrary path joining the origin to the point $t = z$. The form of this path does not matter, since the integrand is an entire function of the complex variable $t$, and in fact we can assume that the integration is along the line segment joining the points $t = 0$ and $t = z$. According to a familiar theorem of complex variable theory, $\Phi(z)$ is an entire function and hence can be expanded in a convergent power series for any value of $z$. To find this expansion, we need only replace $e^{-t^2}$ by its power series in (2.1.1), and then integrate term by term (this is always permissible for power series), obtaining

$$\Phi(z) = \frac{2}{\sqrt{\pi}} \int_{0}^{z} \sum_{k=0}^{\infty} \frac{(-1)^k t^{2k}}{k!} dt = \frac{2}{\sqrt{\pi}} \sum_{k=0}^{\infty} \frac{(-1)^k z^{2k+1}}{k!(2k+1)}, \quad |z| < \infty. \hfill (2.1.2)$$

1 If $f(t)$ is analytic in a simply connected domain $D$, then the integral

$$\varphi(z) = \frac{2}{\sqrt{\pi}} \int_{a}^{z} f(t) dt,$$

evaluated along any rectifiable path contained in $D$, defines an analytic function in $D$. See A. I. Markushevich, op. cit., Theorem 13.5, p. 282. The theorem remains true if $f(a) = \infty$ or $a = \infty$, provided that the improper integral exists.

8 Ibid., Theorems 16.3 and 15.4, pp. 348 and 325.
It follows from (2.1.2) that $\Phi(z)$ is an odd function of $z$. For real values of its argument, $\Phi(z)$ is a real monotonically increasing function, whose graph is shown in Figure 1. At zero we have $\Phi(0) = 0$, and as $z$ increases, $\Phi(z)$ rapidly approaches the limiting value $\Phi(\infty) = 1$, since

$$\int_0^\infty e^{-t^2} \, dt = \frac{\sqrt{\pi}}{2}. \quad (2.1.3)$$

The difference between $\Phi(z)$ and this limit can be written in the form

$$1 - \Phi(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} \, dt - \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-t^2} \, dt = \frac{2}{\sqrt{\pi}} \int_z^\infty e^{-t^2} \, dt. \quad (2.1.4)$$

![Figure 1](image)

The probability integral is encountered in many branches of applied mathematics, e.g., probability theory, the theory of errors, the theory of heat conduction, and various branches of mathematical physics (see Secs. 2.5–2.7). In the literature, one often finds two functions related to the probability integral, i.e., the error function

$$\text{Erf} \, z = \int_0^z e^{-t^2} \, dt = \frac{\sqrt{\pi}}{2} \Phi(z), \quad (2.1.5)$$

and its complement

$$\text{Erfc} \, z = \int_z^\infty e^{-t^2} \, dt = \frac{\sqrt{\pi}}{2} \left[1 - \Phi(z)\right]. \quad (2.1.6)$$

Many more complicated integrals can be expressed in terms of the probability integral. For example, by differentiation of the parameter $z$ it can be shown that

$$\frac{2}{\pi} \int_0^\infty \frac{e^{-z^2t^2}}{1 + t^2} \, dt = e^z[1 - \Phi(\sqrt{z})]. \quad (2.1.7)$$
2.2. Asymptotic Representation of the Probability Integral for Large \(|z|\)

To find an asymptotic representation of the function \(\Phi(z)\) for large \(|z|\), we apply repeated integration by parts to the integral in (2.1.4), obtaining

\[
\int_{z}^{\infty} e^{-t^2} \, dt = -\frac{1}{2} \int_{z}^{\infty} \frac{1}{t} \, d(e^{-t^2}) = \frac{e^{-z^2}}{2z} - \frac{1}{2} \int_{z}^{\infty} \frac{e^{-t^2}}{t^2} \, dt
\]

\[
= \frac{e^{-z^2}}{2z} - \frac{e^{-z^2}}{2z^2} + \frac{1}{2z} \int_{z}^{\infty} \frac{e^{-t^2}}{t} \, dt
\]

\[
= e^{-z^2} \left[ \frac{1}{2z} - \frac{1}{2z^2} + \frac{1}{2z^3} - \frac{1}{2z^4} + \cdots + (-1)^{n+1} \frac{1 \cdot 3 \cdot 5 \cdots (2n - 1)}{2^n + 1} \right]
\]

\[
+ (-1)^{n+1} \frac{1 \cdot 3 \cdots (2n + 1)}{2^n + 1} \int_{z}^{\infty} \frac{e^{-t^2}}{t^{2n+2}} \, dt.
\]

It follows that

\[
1 - \Phi(z) = \frac{e^{-z^2}}{\sqrt{\pi z}} \left[ 1 + \sum_{k=1}^{n} (-1)^k \frac{1 \cdot 3 \cdot 5 \cdots (2k - 1)}{(2z^2)^k} + r_n(z) \right], \quad (2.2.1)
\]

where

\[
r_n(z) = (-1)^{n+1} \frac{1 \cdot 3 \cdots (2n + 1)}{2^n} z e^{z^2} \int_{z}^{\infty} \frac{e^{-t^2}}{t^{2n+2}} \, dt. \quad (2.2.2)
\]

Now let

\[
|\text{arg } z| \leq \frac{\pi}{2} - \delta,
\]

where \(\delta\) is an arbitrarily small positive number, and choose the path of integration in (2.2.2) to be the infinite line segment beginning at the point \(t = z\) and parallel to the real axis. If \(z = x + iy = re^{i\theta}\), then this segment has the equation \(t = u + iy (x \leq u < \infty)\), and on the segment we have

\[
|e^{z^2} - e^u| = e^{x^2 - u^2}, \quad |t|^{-(2n + 3)} \leq |z|^{-(2n + 3)}, \quad |t| \leq u \sec \varphi.
\]

Therefore

\[
|r_n(z)| \leq \frac{1 \cdot 3 \cdots (2n + 1)}{2^n |z|^{2n+2}} \sec \varphi \int_{z}^{\infty} e^{x^2 - u^2} u \, du = \frac{1 \cdot 3 \cdots (2n + 1)}{(2|z|^{2})^{n+1}} \sec \varphi,
\]

which implies

\[
|r_n(z)| \leq \frac{1 \cdot 3 \cdots (2n + 1)}{(2|z|^{2})^{n+1}} \sec \varphi \leq \frac{1 \cdot 3 \cdots (2n + 1)}{(2|z|^{2})^{n+1} \sin \delta}. \quad (2.2.3)
\]
It follows from (2.2.3) that as \( |z| \to \infty \) the product \( z^{2n} r_n(z) \) converges uniformly to zero in the indicated sector, i.e.,

\[
1 - \Phi(z) \approx \frac{e^{-z^2}}{\sqrt{\pi z}} \left[ 1 + \sum_{n=1}^{\infty} \frac{(-1)^n \cdot 1 \cdot 3 \cdots (2n - 1)}{(2z^2)^n} \right],
\]

\[ |z| \to \infty, \quad |\arg z| \leq \frac{\pi}{2} - \delta. \] (2.2.4)

Thus the series on the right is the asymptotic series (see Sec. 1.4) of the function \( 1 - \Phi(z) \), and a bound on the error committed in approximating \( 1 - \Phi(z) \) by the sum of a finite number of terms of the series is given by (2.2.3). For positive real \( z \) this error does not exceed the first neglected term in absolute value.

An asymptotic representation of the probability integral in the sector

\[
\frac{\pi}{2} + \delta \leq |\arg z| \leq \frac{3\pi}{2} - \delta
\]

can be obtained from (2.2.1) by using the relation \( \Phi(z) = -\Phi(-z) \), but the construction of an asymptotic representation in the sector

\[
\frac{\pi}{2} - \delta \leq |\arg z| \leq \frac{\pi}{2} + \delta
\]

requires a separate argument [cf. (2.3.5)].

### 2.3. The Probability Integral of Imaginary Argument.

#### The Function \( F(z) \)

In the applications, one often encounters the case where the argument of the probability integral is a complex number. We now examine the particularly simple case where \( z = ix \) is a pure imaginary. Choosing a segment of the imaginary axis as the path of integration, and making the substitution \( i = iu \), we find from (2.1.1) that

\[
\frac{\Phi(ix)}{i} = \frac{2}{\sqrt{\pi}} \int_0^x e^{-u^2} du. \tag{2.3.1}
\]

The integral on the right increases without limit as \( x \to \infty \), and therefore it is more convenient to consider the function

\[
F(z) = e^{-z^2} \int_0^z e^{u^2} du, \tag{2.3.2}
\]

which remains bounded for all real \( z \). In the general case of complex \( z \), \( F(z) \) is an entire function, and the choice of the path of integration in (2.3.2) is completely arbitrary.
To expand \( F(z) \) in power series, we note that \( F(z) \) satisfies the linear differential equation

\[
F'(z) + 2zF(z) = 1,
\]

with initial condition \( F(0) = 0 \). Substituting the series

\[
F(z) = \sum_{k=0}^{\infty} a_k z^k
\]

into (2.3.3), and comparing coefficients of identical powers of \( z \), we obtain the recurrence relation

\[
a_0 = 0, \quad a_1 = 1, \quad (k + 1)a_{k+1} + 2a_{k-1} = 0.
\]

After some simple calculations, this leads to the expansion

\[
F(z) = \sum_{k=0}^{\infty} \frac{(-1)^k 2^k z^{2k+1}}{1 \cdot 3 \cdots (2k+1)} \quad |z| < \infty.
\]

To study the behavior of \( F(z) \) as \( z \to \infty \) for real \( z \), we apply L’Hospital’s rule twice to the ratio

\[
\frac{2z \int_0^z e^{u^2} \, du}{e^{z^2}}
\]

and then use (2.3.2) to deduce that

\[
\lim_{z \to \infty} 2z F(z) = 1,
\]

i.e.,

\[
F(z) \approx \frac{1}{2z} \quad z \to \infty.
\]

In Figure 2 we show the graph of the function \( F(z) \) for real \( z \geq 0 \). The maximum of the function occurs at \( z = 0.924 \ldots \) and equals \( F_{\text{max}} = 0.541, \ldots \). The function \( F(z) \) comes up in the theory of propagation of electromagnetic
waves along the earth’s surface, and in other problems of mathematical physics.

2.4. The Probability Integral of Argument \( \sqrt{i}x \).

The Fresnel Integrals

Another interesting case from the standpoint of the applications occurs when the argument of the probability integral is the complex number

\[
z = \sqrt{i}x = \frac{x}{\sqrt{2}}(1 + i),
\]

where \( x \) is real. In this case, we choose the path of integration in (2.1.1) to be a segment of the bisector of the angle between the real and imaginary axes. Then, using the formula \( t = \sqrt[i]{iu} \) to introduce the new real variable \( u \), we find from (1.1.1) that

\[
\Phi(\sqrt{i}x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-u^2} du = \frac{2}{\sqrt{\pi}} \int_{0}^{x} \cos u^2 du - i \frac{2}{\sqrt{\pi}} \int_{0}^{x} \sin u^2 du.
\]

(2.4.1)

The integrals on the right can be expressed in terms of the functions

\[
C(z) = \int_{0}^{z} \cos \frac{\pi t^2}{2} dt, \quad S(z) = \int_{0}^{z} \sin \frac{\pi t^2}{2} dt,
\]

(2.4.2)

where the integration is along any path joining the origin to the point \( t = z \). The functions \( C(z) \) and \( S(z) \) are known as the Fresnel integrals. Since the integrands in (2.4.2) are entire functions of the complex variable \( t \), the choice of the path of integration does not matter, and both \( C(z) \) and \( S(z) \) are entire functions of \( z \).

For real \( z = x \), the Fresnel integrals are real, with the graphs shown in Figure 3. Both \( C(x) \) and \( S(x) \) vanish for \( x = 0 \), and have an oscillatory character, as follows from the formulas

\[
C'(x) = \cos \frac{\pi x^2}{2}, \quad S'(x) = \sin \frac{\pi x^2}{2},
\]

which show that \( C(x) \) has extrema at \( x = \pm \sqrt{2n + 1} \), while \( S(x) \) has extrema at \( x = \pm \sqrt{2n} (n = 0, 1, 2, \ldots) \). The largest maxima are \( C(1) = 0.779893 \ldots \) and \( S(\sqrt{2}) = 0.713972 \ldots \), respectively. As \( x \to \infty \), each of the functions approaches the limit

\[
C(\infty) = S(\infty) = \frac{1}{2},
\]

as implied by the familiar formula\(^3\)

\[
\int_{0}^{\infty} \cos t^2 dt = \int_{0}^{\infty} \sin t^2 dt = \frac{\sqrt{\pi}}{2\sqrt{2}}.
\]

(2.4.3)

\(^3\) D. V. Widder, op. cit., p. 382.
Replacing the trigonometric functions in the integrands in (2.4.2) by their power series expansions, and integrating term by term, we obtain the following series expansions for the Fresnel integrals, which converge for arbitrary $x$:

$$C(x) = \int_0^x \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k)!} \left(\frac{x}{2}\right)^{2k} dt = \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k)!} \left(\frac{x}{2}\right)^{2k} \frac{x^{2k+1}}{4k+1},$$

$$S(x) = \int_0^x \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k+1)!} \left(\frac{x}{2}\right)^{2k+1} dt = \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k+1)!} \left(\frac{x}{2}\right)^{2k+1} \frac{x^{2k+3}}{4k+3}. \tag{2.4.4}$$

The relation between the Fresnel integrals and the probability integral is given by the formula

$$C(x) \pm iS(x) = \int_0^x e^{\pm \pi x^2/2} dt = \sqrt{\frac{2}{\pi}} e^{\pm \pi x^2/4} \int_0^{\sqrt{\frac{2}{\pi}} x e^{\pm \pi x^2/4}} e^{-u^2} du = \frac{1}{\sqrt{2}} e^{\pm \pi x^2/4} \Phi \left(\sqrt{\frac{2}{\pi}} x e^{\pm \pi x^2/4}\right), \tag{2.4.5}$$

which implies

$$C(x) = \frac{1}{2\sqrt{2}} \left[ e^{\pi x^2/4} \Phi \left(\sqrt{\frac{2}{\pi}} x e^{-\pi x^2/4}\right) + e^{-\pi x^2/4} \Phi \left(\sqrt{\frac{2}{\pi}} x e^{\pi x^2/4}\right) \right], \tag{2.4.6}$$

$$S(x) = \frac{1}{2i\sqrt{2}} \left[ e^{\pi x^2/4} \Phi \left(\sqrt{\frac{2}{\pi}} x e^{-\pi x^2/4}\right) - e^{-\pi x^2/4} \Phi \left(\sqrt{\frac{2}{\pi}} x e^{\pi x^2/4}\right) \right].$$

Using (2.4.6), we can derive the properties of $C(z)$ and $S(z)$ from the corresponding properties of the probability integral. In particular, the results of
Sec. 2.2 lead to the following asymptotic representations of the Fresnel integrals, valid for large \(|z|\) in the sector \(|\arg z| < \frac{1}{4}\pi - \delta\),

\[
C(z) = \frac{1}{2} - \frac{1}{\pi z} \left[ B(z) \cos \frac{\pi z^2}{2} - A(z) \sin \frac{\pi z^2}{2} \right],
\]

\[
S(z) = \frac{1}{2} - \frac{1}{\pi z} \left[ A(z) \cos \frac{\pi z^2}{2} + B(z) \sin \frac{\pi z^2}{2} \right],
\]

(2.4.7)

where

\[
A(z) = \sum_{k=0}^{N} \frac{(-1)^k a_{2k}}{(\pi z^2)^{2k+1}} + O(|z|^{-4N-4}),
\]

\[
B(z) = \sum_{k=0}^{N} \frac{(-1)^k a_{2k+1}}{(\pi z^2)^{2k+1}} + O(|z|^{-4N-6}),
\]

\[
a_k = 1 \cdot 3 \cdots (2k - 1), \quad a_0 = 1.
\]

The Fresnel integrals come up in various branches of physics and engineering, e.g., diffraction theory, theory of vibrations (see Sec. 2.7), etc. Many integrals of a more complicated type can be expressed in terms of the functions \(C(z)\) and \(S(z)\).

2.5. Application to Probability Theory

By a normal (or Gaussian) random variable with mean \(m\) and standard deviation \(\sigma\) is meant a random variable \(\xi\) such that the probability of \(\xi\) lying in the interval \([x, x + dx]\) is given by the expression \(^4\)

\[
\frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{(x - m)^2}{2\sigma^2}} \, dx.
\]

(2.5.1)

Then the probability

\[
\mathbb{P}(a \leq \xi - m \leq b)
\]

(2.5.2)

that \(\xi - m\) lies in the interval \([a, b]\) is just the integral

\[
\frac{1}{\sqrt{2\pi} \sigma} \int_{a+m}^{b+m} e^{-\frac{(x - m)^2}{2\sigma^2}} \, dx = \frac{1}{\sqrt{\pi}} \int_{a/\sigma}^{b/\sigma} e^{-t^2} \, dt
\]

\[
= \frac{1}{2} \left[ \Phi\left( \frac{b}{\sqrt{2}\sigma} \right) - \Phi\left( \frac{a}{\sqrt{2}\sigma} \right) \right],
\]

(2.5.3)

\(^4\) As usual, \([a, b]\) denotes the closed interval \(a \leq x \leq b\), and \((a, b)\) the open interval \(a < x < b\).

\(^5\) See W. Feller, An Introduction to Probability Theory and Its Applications, Vol. 1, second edition, John Wiley and Sons, Inc., New York (1957). If \(x_1, \ldots, x_n\) are the results of measurements of \(\xi\), where \(n\) is large, then

\[
m \approx \frac{1}{n} \sum_{i=1}^{n} x_i, \quad \sigma^2 \approx \frac{1}{n} \sum_{i=1}^{n} (x_i - m)^2.
\]
where \( \Phi(x) \) is the probability integral. As one would expect, (2.5.2) equals 1 if \( a = -\infty, b = \infty \).

Setting \( a = -\delta, b = \delta \), we obtain the probability that \( |\xi - m| \) does not exceed \( \delta \):

\[
P( |\xi - m| \leq \delta ) = \Phi \left( \frac{\delta}{\sqrt{2} \sigma} \right). \tag{2.5.4}
\]

Then the probability that \( |\xi - m| \) exceeds \( \delta \) is just

\[
P( |\xi - m| > \delta ) = 1 - \Phi \left( \frac{\delta}{\sqrt{2} \sigma} \right). \tag{2.5.5}
\]

The value \( \delta = \delta_\nu \) for which (2.5.4) and (2.5.5) are equal is called the probable error, and clearly satisfies the equation

\[
\Phi \left( \frac{\delta_\nu}{\sqrt{2} \sigma} \right) = \frac{1}{2}
\]

Using a table of the function \( \Phi(x) \) to solve this equation,\(^6\) we find that

\[
\delta_\nu = 0.67449 \sigma.
\]

**Example.** With standard deviation 1 mm, a machine produces parts of average length 10 cm. Find the probability that a part is of length 10 cm to within a tolerance of 1 mm.

The required probability is

\[
P( |\xi - 10| \leq 0.1 ) = \Phi \left( \frac{0.1}{\sqrt{2}} \right) \approx 0.683,
\]

i.e., some 68 percent of the parts satisfy the specified tolerance. In this case, the probable error is approximately 0.7 mm.


Consider the following problem in the theory of heat conduction: An object occupying the half-space \( x \geq 0 \) is initially heated to temperature \( T_0 \). It then cools off by radiating heat through its surface \( x = 0 \) into the surrounding medium which is at zero temperature. We want to find the temperature \( T(x, t) \) of the object as a function of position \( x \) and time \( t \).

Let the object have thermal conductivity \( k \), heat capacity \( c \), density \( \rho \) and

---

emissivity $\lambda$, and let $\tau = kt/cp$. Then our problem reduces to the solution of the equation of heat conduction

$$\frac{\partial T}{\partial \tau} = \frac{\partial^2 T}{\partial x^2}$$

subject to the initial condition

$$T|_{\tau = 0} = T_0$$

and the boundary conditions\(^{7}\)

$$\left(\frac{\partial T}{\partial x} - hT\right)|_{x = 0} = 0, \quad T|x = \infty = T_0,$$

where $h = \lambda/k > 0$.

To solve the problem, we introduce the Laplace transform $\bar{T} = \bar{T}(x, \tau)$ of $T = T(x, \tau)$, defined by the formula

$$\bar{T} = \int_0^\infty e^{-\rho \tau} T \, d\tau, \quad \text{Re } \rho > 0.$$

A system of equations determining $\bar{T}$ can be obtained from (2.6.1–3) if we multiply the first and third equations by $e^{-\rho \tau}$ and integrate from 0 to $\infty$, taking the second equation into account. The result is

$$\frac{d^2 \bar{T}}{dx^2} + p \bar{T} = T_0,$$

$$\frac{d \bar{T}}{dx} - h \bar{T}|_{x = 0} = 0, \quad \bar{T}|_{x = \infty} = \frac{T_0}{p}.$$

The system (2.6.5) has the solution

$$\bar{T} = \frac{T_0}{p} \left(1 - \frac{h}{h + \sqrt[2]{\rho}} e^{-\sqrt[2]{\rho} x}\right), \quad \text{Re } \rho > 0, \quad \text{Re } \sqrt[2]{\rho} > 0.$$

We can now solve for $T$ by inverting (2.6.4). This can be done either by using a table of Laplace transforms,\(^{8}\) or by applying the Fourier–Mellin inversion theorem,\(^{8}\) which states that

$$T = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} e^{\rho x} \bar{T} \, dp,$$

where $a$ is a constant greater than the real part of all the singular points of $\bar{T}$.

\(^{7}\) For the derivation of equations (2.6.1, 3), see G. P. Tolstov, Fourier Series (translated by R. A. Silverman), Prentice-Hall, Inc., Englewood Cliffs, N.J. (1962), Chap. 9, Secs. 20 and 24.

\(^{8}\) See A. Erdélyí, W. Magnus, F. Oberhettinger and F. G. Tricomi, Tables of Integral Transforms, Volume 1 (of two volumes), Chaps. 4–5, McGraw-Hill Book Co., New York (1954). This two-volume set (based, in part, on notes left by Harry Bateman) will henceforth be referred to as the Bateman Manuscript Project, Tables of Integral Transforms.

The quantity of greatest interest is the surface temperature of the object. Setting \( x = 0 \) in (2.6.6), we find that

\[
T|_{x=0} = \frac{T_0}{\sqrt{p(\sqrt{p} + h)}} = T_0 \left( \frac{1}{p - h^2} - \frac{h}{p - h^2} \sqrt{\frac{p}{h}} \right). \tag{2.6.8}
\]

The simplest way to solve (2.6.8) for the original function \( T|_{x=0} \) is to use the convolution theorem,\(^{10}\) which states that if \( f_1 \) and \( f_2 \) are the Laplace transforms of \( f_1 \) and \( f_2 \), then \( f = f_1 f_2 \) is the Laplace transform of the function

\[
f(\tau) = \int_0^\infty f_1(t) f_2(\tau - t) \, dt. \tag{2.6.9}
\]

Since it is easily verified that

\[
f_1 = \frac{h}{\sqrt{\pi \tau}}, \quad f_2 = \frac{1}{p - h^2}
\]

are the Laplace transforms of

\[
f_1 = \frac{h}{\sqrt{\pi \tau}}, \quad f_2 = e^{\frac{h^2}{\tau}},
\]

(2.6.9) implies

\[
T|_{x=0} = T_0 \left( e^{\frac{h^2}{\tau}} - \frac{h}{\sqrt{\pi}} \int_0^\infty e^{\frac{h^2}{\tau}(\tau-t)} \, dt \right) = T_0 e^{\frac{h^2}{\tau}} \left( 1 - \frac{2}{\sqrt{\pi}} \int_0^{\frac{h^2}{\tau}} e^{-s^2} \, ds \right),
\]

i.e.,

\[
T|_{x=0} = T_0 e^{\frac{h^2}{\tau}} [1 - \Phi(h \sqrt{\tau})], \tag{2.6.10}
\]

where \( \Phi(x) \) is the probability integral. It follows from the asymptotic formula (2.2.1) that for large \( \tau \) the surface temperature falls off like \( 1/\sqrt{\tau} \):

\[
T|_{x=0} \approx \frac{T_0}{h \sqrt{\pi \tau}} \quad \tau \to \infty. \tag{2.6.11}
\]

The temperature inside the object \( (x \neq 0) \) can also be expressed in closed form in terms of the probability integral.

2.7. Application to the Theory of Vibrations. Transverse Vibrations of an Infinite Rod under the Action of a Suddenly Applied Concentrated Force

Consider an infinite rod of linear density \( \rho \) and Young’s modulus \( E \), lying along the positive \( x \)-axis. Let \( I \) be the moment of inertia of a cross section of the rod about a horizontal axis through the center of mass of the section, and let \( \tau = \sqrt{EI/\rho} \). Suppose the end \( x = 0 \) satisfies a sliding condition, while

\(^{10}\) H. S. Carslaw and J. C. Jaeger, op. cit., Chap. 4, Sec. 33.
the end \( x = \infty \) is clamped, and suppose a constant force \( Q \) is suddenly applied at the end \( x = 0 \). Then the displacement \( u = u(x, t) \) at an arbitrary point \( x \geq 0 \) of the rod is described by the system of equations\(^{11}\)

\[
\frac{\partial^2 u}{\partial t^2} + \frac{\partial^4 u}{\partial x^4} = 0,
\]

\[
u\bigg|_{t=0} = \frac{\partial u}{\partial t}\bigg|_{t=0} = 0,
\]

\[
\frac{\partial u}{\partial x}\bigg|_{x=0} = 0, \quad \frac{\partial^2 u}{\partial x^2}\bigg|_{x=0} = \frac{Q}{EI}, \quad u\bigg|_{x=\infty} = 0, \quad \frac{\partial u}{\partial x}\bigg|_{x=\infty} = 0.
\]

To solve this system, we use the Laplace transform, as in the preceding section. Writing

\[
\tilde{u} = \int_0^\infty e^{-pt} u \, dt, \quad \text{Re} \, p > 0,
\]

we obtain the following equations for \( \tilde{u} \):

\[
\frac{d^4 \tilde{u}}{dx^4} + p^2 \tilde{u} = 0.
\]

\[
\frac{d \tilde{u}}{dx}\bigg|_{x=0} = 0, \quad \frac{d^3 \tilde{u}}{dx^3}\bigg|_{x=0} = \frac{Q}{EI},
\]

\[
\tilde{u}\bigg|_{x=\infty} = 0, \quad \frac{d \tilde{u}}{dx}\bigg|_{x=\infty} = 0.
\]

Simple calculations then show that

\[
\tilde{u} = \frac{Q}{2EI\sqrt{p}i} \left( \frac{e^{-\sqrt{-p}ix}}{\sqrt{-pi}} - \frac{e^{\sqrt{-pi}x}}{\sqrt{pi}} \right), \quad \text{Re} \, p > 0, \quad \text{Re} \, \sqrt{\pm pi} > 0.
\]

To find \( u \), we again use the convolution theorem. Since\(^{12}\)

\[
f_1 = \frac{Q}{EI} \tau, \quad f_2 = \frac{1}{2\tau} \left( \frac{e^{-\sqrt{-pi}x}}{\sqrt{-pi}} - \frac{e^{\sqrt{-pi}x}}{\sqrt{pi}} \right)
\]

are the Laplace transforms of

\[
f_1 = \frac{Q}{EI} \tau, \quad f_2 = \frac{1}{\sqrt{2\pi}} \left( \sin \frac{x^2}{4\tau} + \cos \frac{x^2}{4\tau} \right),
\]

(2.6.9) implies

\[
u = \frac{Q}{EI\sqrt{2\pi}} \int_0^\tau \left( \sin \frac{x^2}{4\tau} + \cos \frac{x^2}{4\tau} \right) \frac{\tau - t}{\sqrt{t}} \, dt = \frac{Qx^2}{EI} f\left( \frac{x}{2\sqrt{\tau}} \right).
\]


where
\[
f(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} (\sin y^2 + \cos y^2) \frac{1 - (x^2/y^2)}{y^2} dy. \tag{2.7.6}
\]

The function \( f(x) \) can be expressed in terms of the Fresnel integrals \( C(z) \) and \( S(z) \), introduced in Sec. 2.4. In fact, integrating (2.7.6) by parts twice, we find that
\[
f(x) = \left[ 1 + \frac{2}{3} x^3 \right] \left[ \frac{1}{2} - C\left(\sqrt{\frac{2}{\pi}} x\right) \right] - \left[ 1 - \frac{2}{3} x^3 \right] \left[ \frac{1}{2} - S\left(\sqrt{\frac{2}{\pi}} x\right) \right] + \frac{2}{3\sqrt{2\pi}} \left[ (1 + x^2) \sin x^2 \frac{x}{x} + (1 - x^2) \cos x^2 \frac{x}{x} \right]. \tag{2.7.7}
\]

**PROBLEMS**

1. Show that the functions
\[\varphi(z) = \frac{\sqrt{\pi}}{2} e^{-z^2} \Phi(z)\]
satisfies the differential equation \( \varphi' - 2z\varphi = 1 \), and use this fact to derive the expansion
\[\Phi(z) = \frac{2z}{\sqrt{\pi}} e^{-z^2} \sum_{k=0}^{\infty} \frac{(2z^2)^k}{1 \cdot 3 \cdots (2k + 1)}, \quad |z| < \infty.\]

2. Using formula (2.4.5) and the result of Problem 1, derive the following expansions of the Fresnel integrals
\[C(x) = x \left[ \alpha(x) \cos \frac{\pi x^2}{2} + \beta(x) \sin \frac{\pi x^2}{2} \right],\]
\[S(x) = x \left[ \alpha(x) \sin \frac{\pi x^2}{2} - \beta(x) \cos \frac{\pi x^2}{2} \right],\]
where
\[\alpha(x) = \sum_{k=0}^{\infty} \frac{(-1)^k(\pi x^2)^{2k}}{1 \cdot 3 \cdots (4k + 1)}, \quad \beta(x) = \sum_{k=0}^{\infty} \frac{(-1)^k(\pi x^2)^{2k+1}}{1 \cdot 3 \cdots (4k + 3)}.
\]

3. Use integration by parts to show that
\[\int \Phi(x) \, dx = x\Phi(x) + \frac{1}{\sqrt{\pi}} e^{-x^2} + C.\]

4. Let \( \overline{\Phi} \) be the Laplace transform of the probability integral, i.e.,
\[\overline{\Phi}(p) = \int_0^\infty e^{-px} \Phi(x) \, dx.\]

Prove that
\[\overline{\Phi}(p) = \frac{1}{4} e^{p^2/4} \left[ 1 - \Phi\left(\frac{p}{2}\right) \right].\]
5. Derive the integral representations

\[ F(z) = \int_0^\infty e^{-t^2} \sin 2zt \, dt, \quad \Phi(z) = \frac{2}{\pi} \int_0^\infty e^{-t^2} \frac{\sin 2zt}{t} \, dt. \]

*Hint.* Replace \( \sin 2zt \) by its power series expansion and integrate term by term.

6. Derive the following integral representations for the square of the probability integral:

\[ \Phi^2(z) = 1 - \frac{4}{\pi} \int_0^1 \frac{e^{-\pi^2(1 + t^2)}}{1 + t^2} \, dt, \]

\[ [1 - \Phi(z)]^2 = \frac{4}{\pi} \int_0^\infty \frac{e^{-\pi^2(1 + t^2)}}{1 + t^2} \, dt, \quad |\arg z| \leq \frac{\pi}{4}. \]

*Hint.* Represent \( \Phi^2(z) \) as a double integral over the region \( 0 \leq s < z, 0 \leq t < z \), and transform to polar coordinates.

7. Derive the formulas

\[ 1 - \Phi(z) = \frac{2}{\sqrt{\pi}} e^{-z^2} \int_0^\infty e^{-t^2 - 2zt} \, dt, \]

\[ [1 - \Phi(z)]^2 = \frac{4}{\sqrt{\pi}} e^{-2z^2} \int_0^\infty e^{-t^2 - 2\sqrt{2}zt} \Phi(t) \, dt. \]

*Hint.* The second formula is obtained from the first after introducing new variables \( s = \alpha + t, \beta = st \) in the double integral over the region \( 0 \leq s < \infty, 0 \leq t \leq s \).

8. Prove that

\[ C^2(z) \pm S^2(z) = \frac{2}{\pi} \int_0^1 \sin \frac{\pi s^2}{2} \left( 1 \mp s^2 \right) \, ds. \]

9. Prove that

\[ C(x) = \int_0^{\pi^2/2} J_{-1/2}(t) \, dt, \quad S(x) = \int_0^{\pi^2/2} J_{1/2}(t) \, dt, \]

where \( J_v(x) \) is the Bessel function of order \( v \) (see Sec. 5.8).
3

THE EXPONENTIAL INTEGRAL
AND RELATED FUNCTIONS

3.1. The Exponential Integral and Its Basic Properties

The exponential integral is defined by

\[ \text{Ei}(z) = \int_{-\infty}^{z} \frac{e^t}{t} \, dt, \quad |\text{arg}(-z)| < \pi, \]

(3.1.1)

where the integration is along any path \( L \) in the \( t \)-plane with a cut along the positive real axis (see Figure 4). Since the integrand is an analytic function in
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the resulting simply connected domain, the integral is path-independent and \( \text{Ei}(z) \) is an analytic function of \( z \) (cf. footnote 1, p. 16). A possible choice of the path of integration is the infinite line segment

\[-\infty < \text{Re} \, t \leq \text{Re} \, z, \quad \text{Im} \, t = \text{Im} \, z, \]

(3.1.2)

passing through the point \( z \) and parallel to the real axis.
If we replace $z$ by $-z$ and $t$ by $-t$, formula (3.1.1) becomes

$$-\text{Ei}(-z) \int_{z}^{\infty} \frac{e^{-t}}{t} dt, \quad |\arg z| < \pi, \quad (3.1.3)$$

where the function $-\text{Ei}(-z)$ is analytic in the plane with a cut along the negative real axis. The graph of this function for $z = x > 0$ is shown in Figure 5. It will be noted that $-\text{Ei}(-x)$ decreases monotonically from the value $-\text{Ei}(0) = +\infty$ to the value $-\text{Ei}(-\infty) = 0$, and in fact, its derivative is

$$\frac{d}{dx}[-\text{Ei}(-x)] = - \frac{e^{-x}}{x} < 0 \quad \text{if} \quad x > 0.$$

To derive a series expansion of the exponential integral, we represent (3.1.1) in the form

$$\text{Ei}(z) = \int_{-\infty}^{-1} \frac{e^t}{t} dt + \int_{-1}^{0} e^t \frac{1}{t} dt$$

$$+ \int_{0}^{\infty} e^t \frac{1}{t} dt + \int_{-1}^{0} \frac{dt}{t}$$

and observe that the sum of the first two integrals is an absolute constant, which we denote by $C$. Setting $t = -u^{-1}$ in the first integral and $t = -u$ in the second, we find that

$$C = \int_{0}^{1} \left[ 1 - \frac{e^{-u} - e^{-1/u}}{u} \right] du. \quad (3.1.4)$$

Comparison of (3.1.4) and (1.3.20) shows that $C$ coincides with Euler's constant:

$$C = \gamma = 0.5772157 \ldots$$

Thus we have

$$\text{Ei}(z) = \gamma + \log (-z) + \int_{0}^{\infty} e^{-u} \frac{1}{u} du, \quad |\arg (-z)| < \pi. \quad (3.1.5)$$

The integral on the right, whose integrand is an entire function, is itself an entire function of the complex variable $z$, and can therefore be expanded in a power series which converges in the whole plane. To obtain this series, we

---

1 In this book $\log z$ always means the single-valued branch of the logarithm defined by

$$\log z = \log |z| + i \arg z, \quad |\arg z| < \pi.$$

Similarly, $z^v$ ($v$ arbitrary) means $e^{v \log z}$, and so on.
need only expand the integrand in powers of \( t \) and integrate term by term. The result is
\[
\int_0^z \frac{e^t - 1}{t} \, dt = \int_0^z \sum_{k=1}^{\infty} \frac{t^{k-1}}{k!} \, dt = \sum_{k=1}^{\infty} \frac{z^k}{k! k}, \quad |z| < \infty,
\]
and therefore the desired expansion of the exponential integral is
\[
\text{Ei}(z) = \gamma + \log (-z) + \sum_{k=1}^{\infty} \frac{z^k}{k! k}, \quad |\arg(-z)| < \pi,
\] (3.1.6)
valid everywhere in the plane cut along the positive real axis. It follows from (3.1.6) that the values of \( \text{Ei}(z) \) on the upper and lower edges of the cut are respectively
\[
\text{Ei}(x \pm i0) = \text{Ei}_1(x) \mp \pi i, \quad x > 0,
\]
where \( \text{Ei}_1(x) \) is the real function defined by
\[
\text{Ei}_1(x) = \frac{1}{2} [\text{Ei}(x + i0) + \text{Ei}(x - i0)] = \gamma + \log x + \sum_{k=1}^{\infty} \frac{x^k}{k! k}, \quad x > 0,
\] (3.1.7)
and known as the modified exponential integral.

The exponential integral is often encountered in the applications, e.g., in antenna theory and other branches of physics and engineering. Many integrals of a more complicated type can be expressed in terms of the exponential integral. For example, the integral
\[
\int e^x f(z) \, dz,
\]
where \( f(z) \) is an arbitrary rational function, can be written in finite form in terms of the function \( \text{Ei}(z) \) and elementary functions (see Problem 9, p. 42).

3.2. Asymptotic Representation of the Exponential Integral for Large \(|z|\)

To find an asymptotic representation of the function \( \text{Ei}(x) \) for large \(|z|\), we apply repeated integration by parts to formula (3.1.1), obtaining
\[
\int_{-\infty}^z \frac{e^t}{t} \, dt = \int_{-\infty}^z \frac{1}{t} \, d(e^t) = \frac{e^t}{z} + \int_{-\infty}^t \frac{e^\xi}{\xi} \, d\xi \, dt
\]
\[
= \frac{e^z}{z} + \frac{e^z}{z^2} + 1 \cdot 2 \int_{-\infty}^z \frac{e^\xi}{\xi^3} \, d\xi \, dt
\]
\[
= e^z \left[ \frac{1}{z} + \frac{1}{z^2} + \frac{1 \cdot 2}{z^3} + \cdots + \frac{1 \cdot 2 \cdots n}{z^{n+1}} \right] + 1 \cdot 2 \cdots (n+1) \int_{-\infty}^z \frac{e^\xi}{\xi^{n+2}} \, d\xi \, dt.
\]

\footnote{Since (3.1.1) does not define \( \text{Ei}(z) \) for \( z = x > 0 \), one can formally extend the definition of the exponential integral by defining \( \text{Ei}(x) \equiv \text{Ei}_1(x) \) for \( x > 0 \).}
It follows that
\[ \text{Ei}(z) = \frac{e^z}{z} \left[ \sum_{k=0}^{n} \frac{k!}{z^k} + r_n(z) \right], \quad (3.2.1) \]
where
\[ r_n(z) = (n + 1)!ze^{-z} \int_{-\infty}^{z} \frac{e^{t}}{t^{n+1}} \, dt, \quad |\text{arg } (-z)| < \pi. \quad (3.2.2) \]

To estimate the remainder \( r_n(z) \), we choose the line segment \( (3.1.2) \) as the path of integration. Suppose \( |\text{arg } (-z)| \leq \pi - \delta \), where \( \delta \) is an arbitrarily small positive number, and let \( z = x + iy \). Then along the segment \( t = \sigma + iy \) \(( -\infty < \sigma \leq x \) we have
\[ |\sigma - z| = e^{\sigma - x}, \quad |t| \geq |z| \sin \delta, \]
and hence
\[ |r_n(z)| \leq \frac{(n + 1)!}{|z|^{n+1} \sin \delta^{n+1}} \int_{-\infty}^{\infty} e^{\sigma - x} \, d\sigma = \frac{(n + 1)!}{(\sin \delta)^{n+1}} |z|^{-n-1} = O(|z|^{-n-1}). \quad (3.2.3) \]

Therefore we have the asymptotic representation
\[ \text{Ei}(z) = \frac{e^z}{z} \left[ \sum_{k=0}^{n} \frac{k!}{z^k} + O(|z|^{-n-1}) \right], \quad |\text{arg } (-z)| \leq \pi - \delta. \quad (3.2.4) \]

It follows from (3.2.4) that the divergent series
\[ \frac{e^z}{z} \sum_{k=0}^{\infty} \frac{k!}{z^k} \]
is the asymptotic series for \( \text{Ei}(z) \) in the sector \( |\text{arg } (-z)| \leq \pi - \delta \).

It should be noted that if \( \Re z \leq 0 \), i.e., in the sector \( |\text{arg } (-z)| \leq \pi/2 \), we have the sharper estimate
\[ |r_n(z)| \leq \frac{(n + 1)!}{|z|^{n+1}}. \quad (3.2.5) \]

In this case, the error committed in approximating \( \text{Ei}(z) \) by the sum of a finite number of terms of the asymptotic series does not exceed the first neglected term in absolute value.

3.3. The Exponential Integral of Imaginary Argument.

The Sine and Cosine Integrals

If \( z = ix \) is a pure imaginary, the function \( \text{Ei}(z) \) can be expressed in terms of two real functions \( \text{Si}(x) \) and \( \text{Ci}(x) \), known as the sine integral and the cosine integral, respectively. These functions, which are interesting in their own right, are defined for arbitrary complex \( z \) by the integrals
\[ \text{Si}(z) = \int_{0}^{z} \frac{\sin t}{t} \, dt, \quad \text{Ci}(z) = \int_{\infty}^{z} \frac{\cos t}{t} \, dt, \quad |\text{arg } z| < \pi. \quad (3.3.1) \]
The choice of the path of integration in the first integral is entirely arbitrary, but in the second integral it is required that the path of integration $L$ lie in the plane cut along the negative real axis, as shown schematically in Figure 6.
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For the usual reason (cf. footnote 1, p. 16), $\text{Si}(z)$ is an entire function, while $\text{Ci}(z)$ is analytic in the plane cut along the negative real axis.

For real $z = x > 0$, both functions are real, with the graphs shown in

![Figure 7](image)

Figure 7. Moreover, $\text{Si}(x)$ and $\text{Ci}(x)$ have an oscillatory character, as follows from the formulas

$$\frac{d}{dx} \text{Si}(x) = \frac{\sin x}{x}, \quad \frac{d}{dx} \text{Ci}(x) = \frac{\cos x}{x},$$

which show that $\text{Si}(x)$ has extrema at the points $x = n\pi$ ($n = 0, 1, 2, \ldots$), while $\text{Ci}(x)$ has extrema at the points $x = (n + \frac{1}{2})\pi$. For $x < 0$,

$$\text{Si}(x) = -\text{Si}(|x|),$$
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whereas \( \text{Ci}(x) \) is not defined. For large and small values of the argument, we have the limiting values

\[
\begin{align*}
\text{Si}(\infty) &= \frac{\pi}{2}, \\
\text{Ci}(\infty) &= 0, \\
\text{Si}(0) &= 0, \\
\text{Ci}(+0) &= -\infty.
\end{align*}
\] (3.3.2)

To establish the relation between the functions \( \text{Ei}(ix) \), \( \text{Si}(x) \) and \( \text{Ci}(x) \), we substitute \( z = ix \) \((x > 0)\) into (3.1.1). First we note that the integration along the original path \( L \) can be replaced by integration along the imaginary axis. In fact, consider the integral of the function \( e^t/t \) along the closed contour consisting of an arc \( C_R \) of the circle of radius \( R \) with center at the origin, the arc \( L_R \) of the curve \( L \) lying inside this circle, and the segment of the imaginary axis joining the points \( ix \) and \( iR \) (see Figure 8). According to Cauchy’s integral theorem,

\[
\int_{L_R} \frac{e^t}{t} \, dt + \int_{C_R} \frac{e^t}{t} \, dt + \int_{L} \frac{e^t}{t} \, dt = 0.
\]

But as \( R \to \infty \), the integral along \( L_R \) approaches \( \text{Ei}(ix) \), while the integral along \( C_R \) vanishes.\(^9\) Therefore

\[
\text{Ei}(ix) = - \int_{ix}^{iR} \frac{e^t}{t} \, dt = \int_{-\infty}^{\infty} \frac{e^{iu}}{u} \, du = \int_{-\infty}^{\infty} \cos u \, du + i \int_{-\infty}^{\infty} \sin u \, du,
\]

\(^9\) On the arc \( C_R \) we have \( t = Re^{i\theta}, \) \( \pi/2 \leq \theta < \pi, \) and hence

\[
\left| \int_{C_R} \frac{e^t}{t} \, dt \right| \leq \int_{\pi/2}^{\pi} e^{\pi \cos \theta} \, d\theta = \int_{0}^{\pi/2} e^{-\pi \sin x} \, dx \leq \int_{0}^{\pi/2} e^{-2\pi x/R} \, dx = \frac{\pi}{2} \left(1 - e^{-\pi R/2}\right),
\]

where we use the inequality \( \sin x \geq (2x/\pi) \), valid for \( 0 \leq x \leq \pi/2 \) [see A. I. Markushevich, op. cit., formula (13.20), p. 272]. It follows that

\[
\int_{C_R} \frac{e^t}{t} \, dt \to 0
\]
as \( R \to \infty \).
\[ \text{Ei}(ix) = \text{Ci}(x) - i \left[ \frac{\pi}{2} - \text{Si}(x) \right], \quad x > 0, \]  
\[ \text{Ei}(-ix) = \text{Ci}(x) + i \left[ \frac{\pi}{2} - \text{Si}(x) \right], \quad x > 0. \]  

and similarly,

\[ \text{Ei}(-ze^{-\pi/2}) = \text{Ci}(z) - i \left[ \frac{\pi}{2} - \text{Si}(z) \right], \quad -\frac{\pi}{2} < \arg z < \frac{\pi}{2}, \]  
\[ \text{Ei}(-ze^{\pi/2}) = \text{Ci}(z) + i \left[ \frac{\pi}{2} - \text{Si}(z) \right], \quad -\pi < \arg z < \frac{\pi}{2}. \]  

We have proved formulas (3.3.3–4) for \( x > 0 \), but it is easily seen by using the principle of analytic continuation that they hold in a larger region, and in fact,

\[ \text{Ei}(-ze^{-\pi/2}) = \text{Ci}(z) - i \left[ \frac{\pi}{2} - \text{Si}(z) \right], \quad -\frac{\pi}{2} < \arg z < \frac{\pi}{2}, \]  
\[ \text{Ei}(-ze^{\pi/2}) = \text{Ci}(z) + i \left[ \frac{\pi}{2} - \text{Si}(z) \right], \quad -\pi < \arg z < \frac{\pi}{2}. \]  

To prove (3.3.5), we merely note that both sides are analytic functions of \( z \) in the indicated sectors, and that these functions coincide for \( z = x > 0 \). From (3.3.5) we deduce the useful formulas

\[ \text{Ci}(z) = \frac{1}{2} [\text{Ei}(-ze^{\pi/2}) + \text{Ei}(-ze^{-\pi/2})], \quad |\arg z| < \frac{\pi}{2}, \]  
\[ \text{Si}(z) = \frac{\pi}{2} - \frac{1}{2i} [\text{Ei}(-ze^{\pi/2}) - \text{Ei}(-ze^{-\pi/2})], \quad |\arg z| < \frac{\pi}{2}, \]  

which express \( \text{Ci}(z) \) and \( \text{Si}(z) \) in terms of the exponential integral.

The functions \( \text{Si}(z) \) and \( \text{Ci}(z) \) have simple series expansions. The expansion of \( \text{Si}(z) \) is found by substituting the power series for \( \sin t \) into (3.3.1) and then integrating term by term. The result is

\[ \text{Si}(z) = \int_0^z \sum_{k=0}^\infty \frac{(-1)^k t^{2k}}{(2k + 1)} \, dt = \sum_{k=0}^\infty \frac{(-1)^k z^{2k+1}}{(2k + 1)(2k + 1)} \quad |z| < \infty. \]  

The derivation of the expansion of \( \text{Ci}(z) \) is somewhat more complicated. The simplest approach is to use the relation between the functions \( \text{Ci}(z) \) and \( \text{Ei}(-ze^{\pi/2}) \), together with the expansion (3.1.6). In this way, we find that

\[ \text{Ci}(z) = \gamma + \log z + \sum_{k=1}^\infty \frac{(-1)^k z^{2k}}{(2k)(2k)} \] \[ \quad |\arg z| < \pi. \]  

In particular, (3.3.8) leads to the following values of the function \( \text{Ci}(z) \) on the upper and lower edges of the cut \([-\infty, 0)\):\( ^6 \)

\[ \text{Ci}(-x \pm i0) = \text{Ci}(x) \pm \pi i, \quad x > 0. \]  

\[ ^4 \] The original restriction |\arg z| < \pi/2 is easily eliminated by using the principle of analytic continuation.

\[ ^6 \] For simplicity of notation, we will always regard infinite branch cuts as passing through the point at infinity, as in the familiar representation of the extended complex plane by the Riemann sphere (see A. I. Markushevich, op. cit., Chap. 5).
Finally, by using (3.2.4) and (3.3.6), we can derive asymptotic representations of the functions Ci(z) and ½π − Si(z) for large \( |z| \) in the sector \( |\arg z| < \pi/2 \). It is easily verified that

\[
\frac{\pi}{2} - \text{Si}(z) = \frac{\cos \frac{z}{z}}{z} P(z) + \frac{\sin \frac{z}{z}}{z} Q(z),
\]

where

\[
P(z) = \sum_{k=0}^{\infty} \frac{(-1)^k(2k)!}{z^{2k}} + \mathcal{O}(|z|^{-2n-2}),
\]

\[
Q(z) = \sum_{k=0}^{\infty} \frac{(-1)^k(2k+1)!}{z^{2k+1}} + \mathcal{O}(|z|^{-2n-3}).
\]

### 3.4. The Logarithmic Integral

Another special function which is closely related to the exponential integral is the **logarithmic integral**. This function, which plays an important role in analysis, is defined by

\[
\text{li}(z) = \int_{0}^{z} \frac{dt}{\log t}, \quad |\arg z| < \pi, \quad |\arg (1 - z)| < \pi,
\]

where the integral is along any path \( L \) belonging to the plane with two cuts along the segments \([-\infty, 0] \) and \([1, \infty] \) of the real axis (see Figure 9). By the usual argument (cf. footnote 1, p. 16), \( \text{li}(z) \) is an analytic function in the cut plane. By introducing the new variable of integration \( u = \log t \), we can easily express \( \text{li}(z) \) in terms of the exponential integral. In fact, the original cut \( t \)-plane is mapped onto the strip \( |\text{Im} u| < \pi \) in the \( u \)-plane, with a cut along the positive real axis, and (3.4.1) is transformed into the integral

\[
\text{li}(z) = \int_{-\infty}^{\log z} \frac{e^{u}}{u} du,
\]

(3.4.2)
evaluated along any path belonging to this strip. Since the strip is a part of the domain of definition of the exponential integral (see Sec. 3.1), it follows from (3.4.2) that

\[ \text{li}(z) = \text{Ei} (\log z), \]  

(3.4.3)

where, as always, \( \log z \) denotes the principal value of the logarithm (cf. footnote 1, p. 31).

Using (3.4.3), we can easily deduce the properties of the logarithmic integral from those of the exponential integral. For example, formula (3.1.6) implies the expansion

\[ \text{li}(z) = \gamma + \log (\log z) + \sum_{k=1}^{\infty} \frac{(\log z)^k}{k^k}, \]  

(3.4.4)

where \( z \) belongs to the plane with cuts along the segments \([ -\infty, 0]\) and \([1, \infty]\). In particular, it follows from (3.4.4) that the values of \( \text{li}(z) \) on the upper and lower edges of the cut \([1, \infty]\) are

\[ \text{li}(x \pm i0) = \text{li}_i(x) \mp \pi i, \quad x > 1, \]  

(3.4.5)

where \( \text{li}_i(x) \) denotes the real function

\[ \text{li}_i(x) = \frac{1}{2} [\text{li}(x + i0) + \text{li}(x - i0)] = \gamma + \log \log x + \sum_{k=1}^{\infty} \frac{(\log x)^k}{k^k}, \quad x > 1, \]  

(3.4.6)

known as the modified logarithmic integral.\(^6\) It follows from (3.1.7) and (3.4.6) that the modified exponential integral and the modified logarithmic integral are connected by the formula

\[ \text{li}_i(x) = \text{Ei}_1 (\log x). \]  

(3.4.7)

The function \( \text{li}_i(x) \) is frequently encountered in analysis, and is particularly important in number theory.\(^7\)

Finally, we note that the results of Sec. 3.2 imply the asymptotic representation

\[ \text{li}(z) = \frac{z}{\log z} \left[ \sum_{k=0}^{\infty} \frac{k^k}{(\log z)^k} + r_n(z) \right], \quad \delta \leq |\arg z| \leq \pi - \delta, \]  

(3.4.8)

where

\[ |r_n(z)| = O(|\log z|^{n-1}) \]

for large values of \(|\log z|\). In particular,

\[ |r_n(z)| \leq \frac{(n+1)!}{|\log z|^{n+1}} \]

for \(|z| < 1\), and in this case the sector is just \(|\arg z| \leq \pi - \delta\).

---

\(^6\) Since (3.4.1) does not define \( \text{li}(z) \) for \( z = x > 1 \), one can formally extend the definition of the logarithmic integral by defining \( \text{li}(x) = \text{li}_i(x) \) for \( x > 1 \).

3.5. Application to Electromagnetic Theory. Radiation of a Linear Half-Wave Oscillator\(^8\)

As a simple example of the application of the special functions studied in this chapter, we consider the electromagnetic energy radiated by a linear oscillator of length \(2l = \lambda/2\), driven by an alternating current \(I\) of frequency \(\omega = 2\pi c/\lambda\) (\(c\) is the velocity of light and \(\lambda\) the wavelength), whose distribution along the conductor is give by

\[
I = I_0 \cos \frac{\pi z}{2l} \cos \omega t, \quad -l \leq z \leq l
\]

(3.5.1)

(see Figure 10). Let \(E(t)\) and \(H(t)\) denote the time-dependent electric and magnetic field vectors, with complex amplitudes \(E\) and \(H\), so that

\[
E(t) = \text{Re} \{E e^{i\omega t}\}, \quad H(t) = \text{Re} \{H e^{i\omega t}\}.
\]

(3.5.2)
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Then the power radiated by the oscillator, averaged over a period \(T = \lambda/c\), is given by the formula\(^9\)

\[
P = \text{Re} \left\{ \frac{c}{8\pi} \int_S (E \times H^*) \cdot n \, dS \right\},
\]

(3.5.3)

where \(S\) is an arbitrary surface surrounding the oscillator, \(n\) is the exterior normal to \(S\), and \(H^*\) is the vector whose components are the complex conjugates of those of \(H\).\(^{10}\)

In the present case, the vectors \(E\) and \(H\) have components \((E_r, E_\theta, 0)\) and \((0, 0, H)\) in a spherical coordinate system \((r, \theta, \varphi)\) [see Figure 10, where \(M\) is

\(^8\) The necessary background information in electromagnetic theory, written in the system of units used here, can be found in G. Joos, *Theoretical Physics*, third edition, with the collaboration of I. Freeman, Blackie and Son, Ltd., London (1958).

\(^9\) Ibid., pp. 332, 341.

\(^{10}\) As usual in vector algebra, the dot denotes the scalar product and the cross denotes the vector product.
the observation point], and for \( S \) we can choose a sphere \( r = \rho \) of arbitrarily large radius \( \rho \). Then (3.5.3) becomes

\[
P = \text{Re} \left\{ \frac{c \rho^2}{4} \int_0^\pi E_0 H^* \sin \theta \, d\theta \right\},
\]

(3.5.4)

where \( H^* \) is the complex conjugate of \( H \). In (3.5.4) we can replace the exact values of \( E_0 \) and \( H \) by their asymptotic expressions for large \( r \). Using the well-known formulas for the components of the electromagnetic field of an elementary dipole,\(^{11}\) and integrating with respect to \( z \), we easily find that

\[
H \approx E_0 \approx \frac{I_0 i k}{c \rho} e^{-i k \rho} \sin \theta \int_{-1}^1 \cos \frac{\pi z}{2l} e^{i k \rho \cos \theta} \, dz = \frac{2I_0 i}{c \rho} e^{-i k \rho} \frac{\cos \left( \frac{\pi}{2} \cos \theta \right)}{\sin \theta}
\]

for sufficiently large \( \rho \), where \( k = \omega/c \). It follows that

\[
P = \int_0^\pi \frac{r^*}{c} \cos^2 \left( \frac{\pi}{2} \cos \theta \right) \frac{1}{\sin \theta} \, d\theta,
\]

(3.5.5)

where we use the formula

\[
l = \frac{\lambda}{4} = \frac{\pi c}{2 \omega} = \frac{\pi}{2k}.
\]

The integral in (3.5.5) can be expressed in terms of the cosine integral \( \text{Ci}(x) \). In fact, introducing the new variable of integration \( x = \cos \theta \), we have

\[
P = \int_0^\frac{\pi}{2} \frac{1 + \cos \pi x}{1 - x^2} \frac{1}{1 - x} \, dx + \int_0^\frac{\pi}{2} \frac{1 + \cos \pi x}{1 + x} \, dx
\]

\[
= \frac{I_0^2}{2c} \left( \int_0^1 \frac{1 - \cos \pi y}{y} \, dy + \int_1^2 \frac{1 - \cos \pi y}{y} \, dy \right) = \frac{I_0^2}{2c} \int_0^2 \frac{1 - \cos \pi y}{y} \, dy
\]

\[
= \frac{I_0^2}{2c} \int_0^2 \frac{1 - \cos \pi y}{y} \, dy
\]

(3.5.6)

Finally, using the result of Problem 3, p. 41, we find that

\[
P = \frac{I_0^2}{2c} \left[ \gamma + \log 2\pi - \text{Ci}(2\pi) \right],
\]

(3.5.7)

where \( \text{Ci}(x) \) is the integral cosine and \( \gamma \) is Euler’s constant.

The same method can be used to calculate the average power radiated by antennas with more complicated configurations. It is remarkable that the results can still be expressed in terms of sine and cosine integrals.

----------

PROBLEMS

1. Verify the integral representation

\[-Ei(-z) = e^{-z} \int_0^\infty \frac{e^{-st}}{1 + t} \, dt, \quad |\arg z| < \frac{\pi}{2}\]

2. Verify the following integral representation for the square of the exponential integral:

\[[Ei(-z)]^2 = 2e^{-2z} \int_0^\infty e^{-2st} \frac{\log (1 + 2t)}{1 + t} \, dt, \quad |\arg z| < \frac{\pi}{2}\]

**Hint.** Represent the left-hand side as a double integral over the region \(0 \leq s < \infty, 0 \leq t < s\), and introduce the new variables \(x = s + t, \beta = st\).

3. Prove that

\[Ci(z) = \gamma + \log z - \int_0^z \frac{1 - \cos t}{t} \, dt, \quad |\arg z| < \pi.\]

4. Starting from (3.1.1) and the definition of the modified exponential integral \(Ei_1(x)\), show that

\[Ei_1(x) = \lim_{t \to 0} \left( \int_{-\infty}^{-t} \frac{e^t}{t} \, dt + \int_{-t}^{x} \frac{e^t}{t} \, dt \right), \quad x > 0,\]

i.e., show that \(Ei_1(x)\) is the Cauchy principal value of the integral

\[\int_{-\infty}^{x} \frac{e^t}{t} \, dt.\]

5. Verify that

\[Ei_1(x) = \gamma + \log x + \int_0^{x} \frac{e^t - 1}{t} \, dt.\]

6. Using L’Hospital’s rule, show in turn that

\[\lim_{x \to +\infty} e^{-x} Ei_1(x) = 0, \quad \lim_{x \to +\infty} xe^{-x} Ei_1(x) = 1,\]

and then deduce the asymptotic formula

\[Ei_1(x) \approx \frac{e^x}{x}, \quad x \to +\infty.\]

7. Using (3.4.7) and the result of the preceding problem, deduce the asymptotic formula

\[li_1(x) \approx \frac{x}{\log x}, \quad x \to +\infty.\]

**Comment.** This formula plays an important role in number theory.

8. Prove the formula

\[li_1(x) = \lim_{\epsilon \to 0} \left( \int_0^{1-\epsilon} \frac{dt}{\log t} + \int_{1+\epsilon}^{x} \frac{dt}{\log t} \right), \quad x > 1.\]

**Hint.** Use (3.4.7) and the result of Problem 4.
9. Consider the integral

\[ \int f(z) e^z \, dz, \]  

where \( f(z) \) is an arbitrary rational function, and the path of integration does not pass through any singular points of the integrand. By separating out the polynomial part of \( f(z) \) and then expanding the remainder in partial fractions, the evaluation of (i) can be reduced to the evaluation of integrals of the form

\[ \int z^n e^z \, dz, \]  

\[ \int \frac{e^z}{(z - a)^n} \, dz, \]  

where \( n \) is a positive integer. By repeated integration by parts, (ii) can be expressed in terms of elementary functions, and the problem of evaluating (iii) can be reduced to the problem of evaluating the integral

\[ \int \frac{e^z}{z - a} \, dz. \]  

Then the substitution \( u = z - a \) reduces (iv) to an exponential integral (generally with a complex argument).

Using the method just described, prove that

\[ \int_{-\infty}^{\infty} \frac{e^t}{t^2(t - 1)} \, dt = \frac{e^x}{x} - 2\text{Ei}(x) + e\text{Ei}(x - 1), \quad x < 0. \]

10. As usual, let \( f \) denote the Laplace transform of \( f \) (see p. 25). Prove that

\[ \text{Si}(x) = \frac{1}{p} \arctan \frac{1}{p}, \quad -\text{Ei}(-x) = \frac{1}{p} \log (1 + p), \]

where the arc tangent and the logarithm have their principal values.
4.1. Introductory Remarks

A system of real functions $f_n(x)$ ($n = 0, 1, 2, \ldots$) is said to be orthogonal with weight $\varphi(x)$ on the interval $[a, b]$ if

$$\int_a^b \varphi(x)f_m(x)f_n(x) \, dx = 0 \quad (4.1.1)$$

for every $m \neq n$, where $\varphi(x)$ is a fixed nonnegative function which does not depend on the indices $m$ and $n$. For example, the system of functions $\cos nx$ ($n = 0, 1, 2, \ldots$) is orthogonal with weight 1 on the interval $[0, \pi]$, since

$$\int_0^\pi \cos mx \cos nx \, dx = 0 \quad \text{if} \quad m \neq n.$$

Orthogonal systems play an important role in analysis, mainly because functions belonging to very general classes can be expanded in series of orthogonal functions, e.g., Fourier series, Fourier-Bessel series, etc.

An important class of orthogonal systems consists of orthogonal polynomials $p_n(x)$ ($n = 0, 1, 2, \ldots$), where $n$ is the degree of the polynomial $p_n(x)$. This class contains many special functions commonly encountered in the applications, e.g., Legendre, Hermite, Laguerre, Chebyshev and Jacobi polynomials. In addition to the orthogonality property (4.1.1), these functions have many other general properties. For example, they are the integrals of differential equations of a simple form, and can be defined as the coefficients in expansions in powers of $t$ of suitably chosen functions $w(x, t)$, called generating functions. Orthogonal polynomials are of great importance in
mathematical physics, approximation theory, the theory of mechanical quadratures, etc., and are the subject of an enormous literature, in which the contributions of Russian mathematicians like Adamov, Akhiezer, Bernstein, Chebyshev, Sonine, Steklov and Uspensky play a prominent role.

This chapter is devoted to the theory of Legendre, Hermite and Laguerre polynomials, which have extremely diverse applications to physics and engineering. For the convenience of readers primarily concerned with applications, each of these three kinds of polynomials is treated independently. Those interested in studying the subject from a more general point of view are referred to the books by Jackson, Sansone, Szegő and Tricomi cited in the Bibliography on p. 300.\footnote{See also A. Erdélyi, W. Magnus, F. Oberhettinger and F. G. Tricomi, \textit{Higher Transcendental Functions, Volume 2} (of three volumes), Chap. 10, McGraw-Hill Book Co., New York (1953). This three-volume set (based, in part, on notes left by Harry Bateman) will henceforth be referred to as the Bateman manuscript Project, \textit{Higher Transcendental Functions}.} In Problems 21–22, p. 96–97 we also touch upon the theory of Jacobi and Chebyshev polynomials.

**4.2. Definition and Generating Function of the Legendre Polynomials**

The Legendre polynomials are defined by \textit{Rodrigues' formula}

\[
P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} (x^2 - 1)^n, \quad n = 0, 1, 2, \ldots \tag{4.2.1}
\]

for arbitrary real or complex values of the variable \(x\). Thus the first few Legendre polynomials are

\[
P_0(x) = 1, \quad P_1(x) = x, \quad P_2(x) = \frac{1}{2}(3x^2 - 1),
\]

\[
P_3(x) = \frac{1}{4}(5x^3 - 3x), \ldots
\]

The general expression for the \(n\)th Legendre polynomial is obtained from (4.2.1) by using the familiar binomial expansion

\[
(x^2 - 1)^n = \sum_{k=0}^{n} \frac{(-1)^k n!}{k!(n-k)!} x^{2n-2k},
\]

which implies

\[
P_n(x) = \sum_{k=0}^{n/2} \frac{(-1)^k(2n-2k)!}{2^k k!(n-k)!(n-2k)!} x^{n-2k}, \tag{4.2.2}
\]

where the symbol \([v]\) denotes the largest integer \(\leq v\). It will be shown in Sec. 4.5 that the Legendre polynomials are orthogonal with weight 1 on the
interval \([-1, 1]\).\(^2\) As already noted, these orthogonal polynomials play an important role in the applications, particularly, in mathematical physics (see Secs. 8.3–4, 8.7–8, 8.13–14).

The properties of the Legendre polynomials can be derived very simply if we first prove that the function

\[ w(x, t) = (1 - 2xt + t^2)^{-\frac{1}{2}} \]

(where the value of the square root is taken to be 1 for \(t = 0\)) is the generating function of the Legendre polynomials, i.e., that the expansion

\[ w(x, t) = (1 - 2xt + t^2)^{-\frac{1}{2}} = \sum_{n=0}^{\infty} P_n(x)t^n \]

(4.2.3)

holds for sufficiently small \(|t|\). Let \(r_1\) and \(r_2\) be the roots of the quadratic equation \(1 - 2xt + t^2 = 0\), and let

\[ r = \min \{|r_1|, |r_2|\}. \] (4.2.4)

Then \(w(x, t)\), regarded as a function of \(t\), is analytic in the disk \(|t| < r\).\(^3\) It follows from a familiar theorem of complex variable theory\(^4\) that

\[ w(x, t) = (1 - 2xt + t^2)^{-\frac{1}{2}} = \sum_{n=0}^{\infty} c_n(x)t^n, \quad |t| < r, \]

where the coefficients \(c_n(x)\) can be written as contour integrals

\[ c_n(x) = \frac{1}{2\pi i} \int_C (1 - 2xt + t^2)^{-\frac{1}{2}} t^{-n-1} dt, \] (4.2.5)

evaluated along any closed contour \(C\) surrounding the point \(t = 0\) and lying inside the disk \(|t| < r\). If we make the substitution

\[ 1 - ut = (1 - 2xt + t^2)^{\frac{1}{2}}, \]

then (4.2.5) transforms into the following integral of a rational function evaluated along a closed contour \(C'\) surrounding the point \(u = x\):\(^5\)

\[ c_n(x) = \frac{1}{2\pi i} \int_{C'} \frac{(u^2 - 1)^n}{2^n(u - x)^{n+1}} du. \] (4.2.6)

---

\(^2\) This property can be proved directly, by starting from the definition (4.2.1), but our approach will be different. In fact, it can be shown that if \(p_n(x)\) \((n = 0, 1, 2, \ldots)\) is an arbitrary system of polynomials orthogonal with weight 1 on the interval \([-1, 1]\), then \(p_n(x) = \gamma_n P_n(x)\), where \(\gamma_n\) is independent of \(x\). See G. E. Shilov, *An Introduction to the Theory of Linear Spaces* (translated by R. A. Silverman), Prentice-Hall, Inc., Englewood Cliffs, N.J. (1961), Sec. 58.

\(^3\) In the case of greatest practical importance, \(x\) is a real number belonging to the interval \([-1, 1]\), and then \(r = 1\).


\(^5\) The point \(u = x\) corresponds to the point \(t = 0\), and the closed contour \(C'\) corresponds to the closed contour \(C\), since the square root returns to its original value after making a circuit around \(C\).
This integral can be evaluated by residue theory. In fact, using the familiar rule, we find that
\[ c_n(x) = \frac{1}{2^n n!} \left[ \frac{d^n (u^n - 1)^n}{du^n} \right]_{u = x} = P_n(x), \]
thereby verifying (4.2.3).

To illustrate the utility of the generating function for deriving properties of the Legendre polynomials, we successively set \( x = 1, -1, 0 \) in (4.2.3), each time expanding the left-hand side in powers of \( t \). As a result, we obtain the important formulas
\[ P_n(1) = 1, \quad P_n(-1) = (-1)^n, \]
\[ P_{2n}(0) = (-1)^n \frac{1 \cdot 3 \cdots (2n - 1)}{2 \cdot 4 \cdots 2n}, \quad P_{2n+1}(0) = 0. \] (4.2.7)

### 4.3. Recurrence Relations and Differential Equation for the Legendre Polynomials

We further illustrate the use of the expansion (4.2.3) by deriving some recurrence relations satisfied by the Legendre polynomials. First we substitute the series (4.2.3) into the identity
\[ (1 - 2xt + t^2) \frac{\partial w}{\partial t} + (t - x)w = 0. \]
Since power series can be differentiated term by term, this gives
\[ (1 - 2xt + t^2) \sum_{n=0}^{\infty} nP_n(x) t^{n-1} + (t - x) \sum_{n=0}^{\infty} P_n(x) t^n = 0. \]
Setting the coefficient of \( t^n \) equal to zero, we find that
\[ (n + 1)P_{n+1}(x) - 2nP_n(x) + (n - 1)P_{n-1}(x) + P_{n-1}(x) - xP_n(x) = 0, \]
or
\[ (n + 1)P_{n+1}(x) - (2n + 1)xP_n(x) + nP_{n-1}(x) = 0, \quad n = 1, 2, \ldots, \] (4.3.1)
which is a recurrence relation connecting three Legendre polynomials with consecutive indices. One can use this relation to calculate the Legendre polynomials step by step, starting from \( P_0(x) = 1, P_1(x) = x \).

Similarly, the identity
\[ (1 - 2xt + t^2) \frac{\partial w}{\partial x} - tw = 0 \]

---

leads to\(^7\)

\[(1 - 2xt + t^2) \sum_{n=0}^{\infty} P'_n(x)t^n - \sum_{n=0}^{\infty} P_n(x)t^{n+1} = 0,\]

which implies

\[P'_{n+1}(x) - 2nP'_n(x) + P'_n(x) - P_n(x) = 0, \quad n = 1, 2, \ldots \quad (4.3.2)\]

Differentiating (4.3.1), we first eliminate \(P'_n(x)\) and then \(P'_{n+1}(x)\) from the resulting equation and (4.3.2). This gives two further recurrence relations\(^8\)

\[P'_n(x) - nP_n(x) = (n+1)P_n(x), \quad n = 0, 1, 2, \ldots \quad (4.3.3)\]

\[nP'_n(x) - P'_{n-1}(x) = nP_n(x), \quad n = 1, 2, \ldots \quad (4.3.4)\]

Adding (4.3.3) and (4.3.4), we obtain the more symmetric formula

\[P'_{n+1}(x) - P'_{n-1}(x) = (2n + 1)P_n(x), \quad n = 1, 2, \ldots \quad (4.3.5)\]

Finally, replacing \(n\) by \(n - 1\) in (4.3.3), and eliminating \(P'_{n-1}(x)\) from the resulting equation and (4.3.4), we find that

\[(1 - x^2)P'_n(x) = nP_{n-1}(x) - nxP_n(x), \quad n = 1, 2, \ldots \quad (4.3.6)\]

This last formula allows us to express the derivative of a Legendre polynomial in terms of Legendre polynomials. If we differentiate (4.3.6) with respect to \(x\) and again use (4.3.4) to eliminate \(P'_{n-1}(x)\), we arrive at the formula

\[[(1 - x^2)P'_n(x)]' + n(n + 1)P_n(x) = 0, \quad n = 0, 1, 2, \ldots \quad (4.3.7)\]

which shows that the Legendre polynomial \(u = P_n(x)\) is a particular integral of the second-order linear differential equation

\[[(1 - x^2)u']' + n(n + 1)u = 0. \quad (4.3.8)\]

This equation is often encountered in mathematical physics, and plays an

---

\(^7\) To justify differentiating (4.2.3) term by term with respect to \(x\), it is sufficient to prove that (4.2.3) converges uniformly in the domain \(|x| < a\), for arbitrary finite \(a > 0\) and sufficiently small \(|t|\). (Here we rely on Weierstrass' theorem, cited in footnote 5, p. 2.) Let \(|t| < b\), where \(b = \sqrt{a^2 + 1} - a\). Then, according to (4.2.3), the series

\[\sum_{n=0}^{\infty} \frac{P_n(ia)}{i^n} |t|^n\]

converges to \((1 - 2a|t| - |t|^2)^{-1/2}\). The uniform convergence of (4.2.3) for \(|x| < a, |t| < b\) now follows from the inequality

\[|P_n(x)t^n| \leq \frac{P_n(ia)}{i^n} |t|^n,\]

implied by (4.2.2).

\(^8\) In some cases, the validity of a recurrence relation for small \(n\) does not follow from the general argument, but then one can always verify the relation by direct substitution of \(P_0(x) = 1, P_1(x) = x, \ldots\)
important role in the theory of Legendre polynomials. By making changes of
variables in (4.3.8), we can easily derive many other equations whose integrals
can be expressed in terms of Legendre polynomials. Thus, for example, the
equation
\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{du}{d\theta} \right) + n(n + 1)u = 0
\]  
(4.3.9)
is satisfied by the function \( u = P_n(\cos \theta) \), the equation
\[
\frac{d^2 u}{d\theta^2} + \left( \frac{n}{\sin \theta} + \frac{1}{4 \sin^2 \theta} \right) u = 0
\]  
(4.3.10)
is satisfied by the function \( u = \sqrt{\sin \theta} P_n(\cos \theta) \), and so on.

**4.4. Integral Representations of the Legendre Polynomials**

The Legendre polynomials have simple representations in terms of definite integrals with the variable \( x \) as parameter. To obtain the first of these
representations, we assume that \( x \) is a real or complex number, and choose
the path of integration \( C' \) in formula (4.2.6) to be a circle of radius \( \sqrt{x^2 - 1} \)
with center at the point \( u = x \).\(^9\) Then
\[
u = x + \sqrt{x^2 - 1} e^{i\phi}, \quad -\pi \leq \phi \leq \pi,
\]
and (4.2.6) becomes
\[
P_n(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left[ \frac{x^2 + 2x\sqrt{x^2 - 1} e^{i\phi} + (x^2 - 1)e^{2i\phi} - 1}{2\sqrt{x^2 - 1} e^{i\phi}} \right]^n d\phi,
\]
which reduces to
\[
P_n(x) = \frac{1}{\pi} \int_0^{\pi} \left[ x + \sqrt{x^2 - 1} \cos \phi \right]^n d\phi.
\]  
(4.4.1)
Formula (4.4.1) is called Laplace's integral. Here the choice of the value of
the square root \( \sqrt{x^2 - 1} \) does not matter, since after raising the expression
in brackets to the \( n \)th power and integrating the result term by term, odd
powers of the square root vanish.

From (4.4.1) we can derive an important inequality satisfied by Legendre
polynomials. Let \( x \) be a real number such that \(-1 \leq x \leq 1\). Then
\[
|x + \sqrt{x^2 - 1} \cos \phi| = \sqrt{x^2 + (1 - x^2) \cos^2 \phi} \leq 1,
\]
and hence
\[
|P_n(x)| \leq 1, \quad -1 \leq x \leq 1.
\]  
(4.4.2)

Another important integral representation of the Legendre polynomials
\(^9\) According to Cauchy's integral theorem, replacing the contour \( C' \) by any other
closed Jordan curve surrounding the point \( u = x \) does not change the value of the
integral.
can be deduced from (4.4.1) by assuming that $x$ is a real number such that $-1 < x < 1$. In this case, setting

$$x = \cos \theta, \quad 0 < \theta < \pi,$$

we can write (4.4.1) in the form

$$P_n (\cos \theta) = \frac{1}{\pi} \int_0^\pi (\cos \theta + i \sin \theta \cos \varphi)^n d\varphi.$$

If we introduce a new complex variable of integration $t = \cos \theta + i \sin \theta \cos \varphi$ this formula becomes

$$P_n (\cos \theta) = \frac{1}{\pi i} \int_{-i}^{i} \frac{t^n dt}{\sqrt{1 - 2t \cos \theta + t^2}}, \quad (4.4.3)$$

where the integral is evaluated along the line segment $AB$ joining the points $t = e^{i \theta}$ (see Figure 11), and the choice of the square root is determined by

![Figure 11](image)

the condition that its value at the point $t = \cos \theta$ be $\sin \theta$. According to Cauchy's integral theorem, the integration along $AB$ can be replaced by integration along the arc $ACB$ of the unit circle, since the integrand is analytic in the region between the arc and the chord. Making this change, and writing $t = e^{i \theta}$, we find that

$$P_n (\cos \theta) = \frac{1}{\pi} \int_{-\theta}^{\theta} \frac{e^{i(n + 1)\psi}}{\sqrt{2 \cos \psi - 2 \cos \theta}} d\psi,$$

which becomes

$$P_n (\cos \theta) = \frac{2}{\pi} \int_{0}^{\theta} \frac{\cos (n + 1)\psi}{\sqrt{2 \cos \psi - 2 \cos \theta}} d\psi, \quad 0 < \theta < \pi, \quad n = 0, 1, 2, \ldots, \quad (4.4.4)$$

after taking the real part. This integral representation is known as the Mehler-Dirichlet formula.
4.5. Orthogonality of the Legendre Polynomials

One of the most important properties of the Legendre polynomials is their orthogonality on the interval $[-1, 1]$, which follows from the differential equation (4.3.7). To prove this property, we subtract the differential equation for the $m$th polynomial multiplied by $P_m(x)$ from the differential equation for the $n$th polynomial multiplied by $P_n(x)$. This gives

$$[(1 - x^2)P'_m(x)]'P_n(x) - [(1 - x^2)P'_n(x)]'P_m(x) + [m(m + 1) - n(n + 1)]P_m(x)P_n(x) = 0,$$

or

$$[(1 - x^2)[P'_m(x)P_n(x) - P'_n(x)P_m(x)]]' + (m - n)(m + n + 1)P_m(x)P_n(x) = 0.$$ Integrating the last equation over the interval $[-1, 1]$ and noting that the integral of the first term vanishes, we find that

$$(m - n)(m + n + 1) \int_{-1}^{1} P_m(x)P_n(x) \, dx = 0,$$

i.e.,

$$\int_{-1}^{1} P_m(x)P_n(x) \, dx = 0 \quad \text{if} \quad m \neq n. \quad (4.5.1)$$

Formula (4.5.1) shows that the Legendre polynomials are orthogonal with weight $\omega(x) = 1$ on the interval $[-1, 1]$.

The orthogonality property (4.5.1) plays an important role in the theory of expansions of functions in series of Legendre polynomials (see Sec. 4.7). In this theory, we will also need to know the value of the integral (4.5.1) for $m = n$, which can be found by the following device (brought to our attention by V. L. Kan): We replace $n$ by $n - 1$ in the recurrence relation (4.3.1) and multiply the result by $(2n + 1)P_n(x)$. Then from this equation we subtract (4.3.1) multiplied by $(2n + 1)P_{n-1}(x)$, obtaining

$$n(2n + 1)P^2_n(x) + (n - 1)(2n + 1)P_{n-1}(x)P_n(x) - (n + 1)(2n - 1)P_{n-1}(x)P_{n+1}(x) - n(2n - 1)P^2_{n-1}(x) = 0,$$

$n = 2, 3, \ldots$

Finally, integrating this relation over the interval $[-1, 1]$, and taking account of (4.5.1), we find that

$$\int_{-1}^{1} P^2_n(x) \, dx = \frac{2n - 1}{2n + 1} \int_{-1}^{1} P^2_{n-1}(x) \, dx, \quad n = 2, 3, \ldots$$

Repeated application of this formula gives

$$\int_{-1}^{1} P^2_n(x) \, dx = \frac{3}{2n + 1} \int_{-1}^{1} P^2_{n-1}(x) \, dx = \frac{2}{2n + 1}.$$
Direct calculation shows that this result is also valid for \( n = 0, 1, \) and hence
\[
\int_{-1}^{1} x^n P_n(x) \, dx = \frac{2}{2n + 1}, \quad n = 0, 1, 2, \ldots \quad (4.5.2)
\]
It follows from (4.5.1–2) that the functions
\[
\varphi_n(x) = \sqrt{n + \frac{1}{2}} P_n(x), \quad n = 0, 1, 2, \ldots
\]
form an orthonormal system on the interval \([-1, 1]\).\(^{10}\)

4.6. Asymptotic Representation of the Legendre Polynomials for Large \( n \)

The Legendre polynomials \( P_n(x) \) \((-1 < x < 1)\) have a simple asymptotic representation which describes their behavior for large values of the degree \( n \).

To obtain this representation, we use a general method due to Steklov.\(^{11}\)

Our starting point is the differential equation (4.3.10) satisfied by the function
\[
u(\theta) = \sqrt{\sin \theta} P_n(\cos \theta).
\]

Writing this equation in the form
\[
u^* + (n + \frac{1}{2})\nu = -\frac{\nu}{4 \sin^2 \theta}, \quad (4.6.1)
\]

taking account of the initial conditions
\[
u\left(\frac{\pi}{2}\right) = P_n(0), \quad \nu'\left(\frac{\pi}{2}\right) = -P'_n(0),
\]

and regarding the right-hand side of (4.6.1) as a known function, we find that\(^{12}\)
\[
u(\theta) = P_n(0) \cos \left[ \left( n + \frac{1}{2} \right) \left( \frac{\pi}{2} - \theta \right) \right] + \frac{P'_n(0)}{n + \frac{1}{2}} \sin \left[ \left( n + \frac{1}{2} \right) \left( \frac{\pi}{2} - \theta \right) \right]
\]
\[+ \frac{1}{4(n + \frac{1}{2})} \int_{\theta}^{\pi/2} u(\varphi) \sin \left[ (n + \frac{1}{2})(\theta - \varphi) \right] \frac{d\varphi}{\sin^2 \varphi} \quad (4.6.2)
\]

Equation (4.6.2) can be regarded as an integral equation for the function \( \nu(\theta) \).

---

\(^{10}\) A system of functions \( \varphi_n(x) \) \((n = 0, 1, 2, \ldots)\) is said to be orthonormal on the interval \([a, b]\) if
\[
\int_{a}^{b} \varphi_m(x) \varphi_n(x) \, dx = \begin{cases} 0, & m \neq n, \\ 1, & m = n. \end{cases}
\]


Next, using formulas (4.2.6), (4.3.6), and the relations (1.2.1, 4, 6) involving the gamma function, we obtain

\[ P_{2n}(0) = (-1)^n \frac{\Gamma(m + \frac{1}{2})}{\sqrt{\pi} \Gamma(m + 1)}, \quad P_{2n+1}(0) = 0, \]

\[ P_{2n}^2(0) = 0, \quad P_{2n+1}^2(0) = (-1)^n \frac{2 \Gamma(m + \frac{1}{2})}{\sqrt{\pi} \Gamma(m + 1)}. \]

It follows that equation (4.6.2) can be written in the form

\[ u(\theta) = \alpha_n \left( \sin \left[ (n + \frac{1}{2})\theta + \frac{\pi}{4} \right] + r_0(\theta) \right), \quad (4.6.3) \]

where \( \alpha_n \) denotes the first or the second of the expressions

\[ \frac{\Gamma\left(\frac{n}{2} + 1\right)}{\sqrt{\pi} \Gamma\left(\frac{n}{2} + 1\right)} \quad \text{or} \quad \frac{2 \Gamma\left(\frac{n}{2} + 1\right)}{\sqrt{\pi} \Gamma\left(\frac{n}{2} + 1\right)} \]

depending on whether \( n \) is even or odd, and

\[ r_0(\theta) = \frac{1}{4\alpha_n(n + \frac{1}{2})} \int_0^{\pi/2} u(\varphi) \sin \left[ (n + \frac{1}{2})(\theta - \varphi) \right] \frac{d\varphi}{\sin^2 \varphi}. \quad (4.6.4) \]

Now suppose that the variable \( \theta \) is confined to the interval \( \delta \leq \theta \leq \pi - \delta \), where \( \delta \) is a fixed positive number, and let \( M_n \) denote the maximum modulus of \( u(\theta) \) in this interval. Then it follows from (4.6.3) and (4.6.4) that for every \( \theta \) in \( [\delta, \pi - \delta] \),

\[ |u(\theta)| \leq \alpha_n + \frac{\pi M_n}{4(2n + 1)} \csc^2 \delta, \]

and hence

\[ M_n \leq \alpha_n + \frac{\pi M_n}{4(2n + 1)} \csc^2 \delta. \]

Solving this last inequality for \( M_n \), we obtain

\[ M_n \leq \alpha_n \left[ 1 - \frac{\pi}{4(2n + 1)} \csc^2 \delta \right]^{-1}, \quad 2n + 1 > \frac{\pi}{4} \csc^2 \delta, \]

which implies the estimate

\[ |r_0(\theta)| \leq \frac{\pi \csc^2 \delta}{4(2n + 1)} \left[ 1 - \frac{\pi}{4(2n + 1)} \csc^2 \delta \right]^{-1}, \quad 2n + 1 > \frac{\pi}{4} \csc^2 \delta. \]

Thus \( r_0(\theta) = O(n^{-1}) \) uniformly in the interval \( [\delta, \pi - \delta] \). Therefore (4.6.3) leads to the asymptotic formula

\[ u(\theta) \approx \alpha_n \sin \left[ (n + \frac{1}{2})\theta + \frac{\pi}{4} \right], \quad n \to \infty \quad (4.6.5) \]

for all \( \delta \leq \theta \leq \pi - \delta \).
Making some simple calculations based on Stirling’s formula (1.4.25),\(^1\)
we find that
\[ a_n \approx \sqrt{\frac{2}{\pi n}}, \quad n \to \infty, \]
and therefore (4.6.5) can be written in the simpler form
\[ \psi(\theta) \approx \sqrt{\frac{2}{\pi n}} \sin \left[ \left( n + \frac{1}{2} \right) \theta + \frac{\pi}{4} \right], \quad n \to \infty. \quad (4.6.6) \]
Recalling the definition of \(\psi(\theta)\), we finally have the following asymptotic representation for the Legendre polynomials:
\[ P_n(\cos \theta) \approx \sqrt{\frac{2}{\pi n \sin \theta}} \sin \left[ \left( n + \frac{1}{2} \right) \theta + \frac{\pi}{4} \right], \quad n \to \infty, \quad \delta \leq \theta \leq \pi - \delta. \quad (4.6.7) \]
For more exact asymptotic representations, we refer the reader to Hobson’s treatise.\(^2\)

4.7. Expansion of Functions in Series of Legendre Polynomials

In the applications it is often necessary to expand a given real function \(f(x)\), defined in the interval \((-1, 1)\), in a series of Legendre polynomials:
\[ f(x) = \sum_{n=0}^{\infty} c_n P_n(x), \quad -1 < x < 1. \quad (4.7.1) \]
The coefficients \(c_n\) can be determined formally by using the orthogonality property of the Legendre polynomials (see Sec. 4.5). In fact, multiplying the series (4.7.1) by \(P_m(x)\), integrating term by term over the interval \([-1, 1]\) and using (4.5.1–2), we find that
\[ \int_{-1}^{1} f(x)P_m(x) \, dx = \int_{-1}^{1} \sum_{n=0}^{\infty} c_n P_n(x)P_m(x) \, dx \\
= \sum_{n=0}^{\infty} c_n \int_{-1}^{1} P_n(x)P_m(x) \, dx = \frac{2}{2m+1} c_m \]
which implies
\[ c_n = (n + \frac{1}{2}) \int_{-1}^{1} f(x)P_n(x) \, dx, \quad n = 0, 1, 2, \ldots \quad (4.7.2) \]
However, it is not known in advance whether \(f(x)\) can be expanded in a series

\(^{1}\) The fact that \(\lim_{n \to \infty} \left(1 + \frac{x}{n}\right)^n = e^x\) is also used.

of the form (4.7.1), or whether the term-by-term integration used to determine the coefficients \( c_n \) is legitimate. Therefore, it cannot be asserted without further study that the series (4.7.1) with the coefficients (4.7.2) actually converges and has the sum \( f(x) \). In order to establish simple sufficient conditions for such convergence (see Theorem 1 below), we first prove the following

**Lemma.** If the real function \( \varphi(x) \) is piecewise continuous\(^{15}\) in \((-1, 1)\) and if the integral

\[ \int_{-1}^{1} \varphi^2(x) \, dx \]

is finite,\(^{16}\) then

\[ \lim_{n \to \infty} \sqrt{n + \frac{1}{2}} \int_{-1}^{1} \varphi(x) P_n(x) \, dx = 0. \]  

(4.7.4)

**Proof.** First we write (4.7.4) as a sum of three integrals

\[ \sqrt{n + \frac{1}{2}} \int_{-1}^{1} \cdots = \sqrt{n + \frac{1}{2}} \left[ \int_{-1}^{-1+\beta} \cdots + \int_{-1+\beta}^{1-\delta} \cdots + \int_{1-\delta}^{1} \cdots \right] \]

\[ = \mathcal{J}_1 + \mathcal{J}_2 + \mathcal{J}_3. \]  

(4.7.5)

Then, using Schwarz's inequality\(^{17}\) and formula (4.5.2), we find that

\[ |\mathcal{J}_2| \leq \sqrt{n + \frac{1}{2}} \left\{ \int_{-1}^{1} P_n^2(x) \, dx \right\}^{1/2} \left\{ \int_{1-\delta}^{1} \varphi^2(x) \, dx \right\}^{1/2} \]

\[ \leq \sqrt{n + \frac{1}{2}} \left\{ \int_{-1}^{1} P_n^2(x) \, dx \right\}^{1/2} \left\{ \int_{1-\delta}^{1} \varphi^2(x) \, dx \right\} = \left\{ \int_{1-\delta}^{1} \varphi^2(x) \, dx \right\}^{1/2}, \]

and similarly,

\[ |\mathcal{J}_1| \leq \left\{ \int_{-1}^{-1+\beta} \varphi^2(x) \, dx \right\}^{1/2}. \]

It follows from these estimates and the existence of (4.7.3) that given any \( \varepsilon > 0 \), there is a \( \delta = \delta(\varepsilon) > 0 \), independent of \( n \), such that

\[ |\mathcal{J}_1| < \frac{\varepsilon}{3} \quad |\mathcal{J}_2| < \frac{\varepsilon}{3} \quad |\mathcal{J}_3| < \frac{\varepsilon}{3}. \]  

(4.7.6)

---

\(^{15}\) For the definition of piecewise continuous and piecewise smooth functions, see G. P. Tolstov, *op. cit.*, p. 18.

\(^{16}\) If \( \varphi(x) \) is defined only in \((-1, 1)\), then (4.7.3) means

\[ \lim_{a,b \to +\infty} \int_{-1+a}^{1-a} \varphi^2(x) \, dx. \]

If \( \varphi(x) \) is piecewise continuous in the closed interval \([-1, 1]\), then the finiteness of (4.7.3) is obvious. In other words, we allow \( \varphi(x) \) to become infinite at the end points \(-1\) and \(1\), provided the integral (4.7.3) remains finite.

\(^{17}\) According to Schwarz's inequality,

\[ \left\{ \int_{a}^{b} f(x)g(x) \, dx \right\}^2 \leq \int_{a}^{b} f^2(x) \, dx \int_{a}^{b} g^2(x) \, dx, \]

provided the integrals on the right exist. See G. P. Tolstov, *op. cit.*, p. 50.
Assuming that $\delta$ has been chosen in this way, we now use (4.6.3) to write
\[
\mathcal{J}_2 = \sqrt{n + \frac{1}{2}} \int_{\delta_1}^{\pi - \delta_1} \varphi(\cos \theta) P_n(\cos \theta) \sin \theta \, d\theta
\]
\[
= \sqrt{n + \frac{1}{2}} \sum_{n} \left[ \int_{\delta_1}^{\pi - \delta_1} \varphi(\cos \theta) \sqrt{\sin \theta} \sin (n + \frac{1}{2}) \theta \, d\theta
\right.
\]
\[
+ \int_{\delta_1}^{\pi - \delta_1} \varphi(\cos \theta) \sqrt{\sin \theta} \cos (n + \frac{1}{2}) \theta \, d\theta
\]
\[
+ \int_{\delta_1}^{\pi - \delta_1} \varphi(\cos \theta) \sqrt{\sin \theta} r_n(\theta) \, d\theta \right],
\]
where $\delta_1 = \arccos (1 - \delta)$. Since, by hypothesis, $\varphi(\cos \theta) \sqrt{\sin \theta}$ is piecewise continuous and hence absolutely integrable on $[\delta_1, \pi - \delta_1]$, the first two integrals on the right approach zero as $n \to \infty$. Moreover, the last integral also approaches zero as $n \to \infty$, since $r_n(\theta) = O(n^{-1})$ uniformly in $[\delta_1, \pi - \delta_1]$, as shown in Sec. 4.6, where it was also proved that
\[
\sqrt{n + \frac{1}{2}} \sum_{n} \to \frac{\sqrt{\pi}}{2}
\]
as $n \to \infty$. Therefore $\mathcal{J}_2 \to 0$ as $n \to \infty$, so that for a suitable choice of $N = N(\epsilon)$, we have
\[
|\mathcal{J}_2| < \frac{\epsilon}{3}
\]
for every $n > N$. Combining (4.7.7) and (4.7.6) we find that
\[
|\mathcal{J}_1 + \mathcal{J}_2 + \mathcal{J}_3| < \epsilon, \quad n < N,
\]
and the lemma is proved.

We are now ready to prove

**Theorem 1.** If the real function $f(x)$ is piecewise smooth in $(-1, 1)$ and if the integral
\[
\int_{-1}^{1} f^2(x) \, dx
\]
is finite, then the series (4.7.1), with coefficients $c_n$ calculated from (4.7.2), converges to $f(x)$ at every continuity point of $f(x)$.

**Proof.** First we note that the conditions imposed on $f(x)$ imply the existence of the integrals in the right-hand side of (4.7.2), so that the coefficients $c_n$ can actually be calculated. Let $S_n(x)$ denote the sum of

---

19 Apply Schwarz’s inequality to the functions $f(x)$ and $P_n(x)$. 
the first $m + 1$ terms of the series (4.7.1). Then it follows from (4.7.2) that

$$S_m(x) = \sum_{n=0}^{m} c_n P_n(x) = \sum_{n=0}^{m} (n + \frac{1}{2}) P_n(x) \int_{-1}^{1} f(y) P_n(y) dy$$

$$= \int_{-1}^{1} f(y) K_m(x, y) dy,$$

where

$$K_m(x, y) = \sum_{n=0}^{m} (n + \frac{1}{2}) P_n(x) P_n(y).$$

(4.7.9)

(4.7.10)

The "kernel" $K_m(x, y)$ can be calculated by the following device: We multiply the recurrence relation (4.3.1) by $P_n(y)$ and then from the resulting equation we subtract the same equation with $x$ and $y$ interchanged. This gives

$$(n + 1)[P_{n+1}(x)P_n(y) - P_{n+1}(y)P_n(x)]$$

$$- n[P_n(x)P_{n-1}(y) - P_n(y)P_{n-1}(x)]$$

$$= (2n + 1)(x - y)P_n(x)P_n(y).$$

Summing over $n$ from 1 to $m$, and noting that $P_0(x) = 1$, $P_1(x) = x$, we obtain

$$(x - y) \sum_{n=1}^{m} (2n + 1) P_n(x)P_n(y)$$

$$= (m + 1)[P_{m+1}(x)P_m(y) - P_{m+1}(y)P_m(x)] - (x - y),$$

which implies

$$K_m(x, y) = \frac{m + 1}{2} \frac{P_{m+1}(x)P_m(y) - P_{m+1}(y)P_m(x)}{x - y}.$$  

(4.7.11)

Integrating (4.7.10) with respect to $y$ between the limits $-1$ and $1$, and using (4.5.1–2), we find that

$$\int_{-1}^{1} K_m(x, y) dy = 1.$$  

(4.7.12)

Now suppose $x$ is a point of $(-1, 1)$ at which $f(x)$ is continuous. Multiplying (4.7.12) by $f(x)$, subtracting the result from (4.7.9), and using (4.7.11), we obtain

$$S_m(x) - f(x) = \int_{-1}^{1} K_m(x, y) [f(y) - f(x)] dy$$

$$= \frac{m + 1}{2} P_m(x) \int_{-1}^{1} P_{m+1}(y) \phi(x, y) dy$$

$$- \frac{m + 1}{2} P_{m+1}(x) \int_{-1}^{1} P_m(y) \phi(x, y) dy,$$

(4.7.13)

20 Since $P_0(y) = 1$, we have

$$\int_{-1}^{1} P_n(y) dy = \int_{-1}^{1} P_0(y)P_n(y) dy = \begin{cases} 0, & n \neq 0, \\ 2, & n = 0. \end{cases}$$
where
\[ \varphi(x, y) = \frac{f(y) - f(x)}{y - x}. \]

Regarded as a function of \( y \), \( \varphi(x, y) \) is piecewise continuous in \((-1, 1)\), and moreover
\[ \int_{-1}^{1} \varphi^2(x, y) \, dy \quad (4.7.14) \]
is finite. In fact, if \( y \neq x \), the piecewise continuity of \( \varphi(x, y) \) in \((-1, 1)\) follows from that of \( f(y) \), while \( \varphi(x, y) \) is piecewise continuous at \( y = x \) since
\[ \varphi(x, x - 0) = f'(x - 0), \quad \varphi(x, x + 0) = f'(x + 0) \]
both exist if \( x \) is a continuity point of \( f(x) \).\(^{21}\) The fact that (4.7.14) is finite follows from (4.7.8) and the fact that \( \varphi(x, y) \) is bounded in a neighborhood of \( y = x \), where both \( \varphi(x, x - 0) \) and \( \varphi(x, x + 0) \) exist. Therefore, according to the lemma,
\[ \lim_{m \to \infty} \sqrt{m + \frac{1}{2}} \int_{-1}^{1} P_{m+1}(y) \varphi(x, y) \, dy \]
\[ = \lim_{m \to \infty} \sqrt{m + \frac{1}{2}} \int_{-1}^{1} P_m(y) \varphi(x, y) \, dy = 0. \]

Moreover, using (4.6.7), we see that each of the expressions
\[ \frac{m + 1}{2\sqrt{m + \frac{1}{2}}} P_m(x), \quad \frac{m + 1}{2\sqrt{m + \frac{1}{2}}} P_{m+1}(x) \]
remains bounded as \( m \to \infty \). It follows that the right-hand side of (4.7.13) goes to zero as \( m \to \infty \), i.e.,
\[ \lim_{m \to \infty} S_m(x) = f(x), \]
and the proof of Theorem 1 is complete.

Remark 1. The case where \( x \) is a discontinuity point of \( f(x) \) is also of interest. It can be shown that in this case, under the same conditions as in Theorem 1, the series (4.7.1) converges to the limit\(^{22}\)
\[ \lim_{m \to \infty} S_m(x) = \frac{1}{2}[f(x + 0) + f(x - 0)]. \quad (4.7.15) \]

Remark 2. Theorem 1 gives sufficient conditions for expanding \( f(x) \) in a

---

\(^{21}\) Cf. G. P. Tolstov, *op. cit.*, p. 73.

\(^{22}\) This should be compared with the similar situation encountered in the theory of Fourier series (*ibid.*, p. 75 ff.).
series of the form (4.7.1). These conditions can be considerably weakened. A theorem which is valid for a larger class of functions can be found in Hobson’s book.\[^{59}\]

### 4.8. Examples of Expansions in Series of Legendre Polynomials

We now give some simple examples illustrating the technique of expanding functions in series of Legendre polynomials:

**Example 1.** Let \( f(x) \) be a polynomial of degree \( m \):

\[
f(x) = \sum_{n=0}^{m} a_n x^n.
\]

Then (4.7.1) takes the form

\[
f(x) = \sum_{n=0}^{m} c_n P_n(x).
\]

In this case, there is no need to calculate the integrals (4.7.2), since the coefficients \( c_n \) can easily be found by solving the system of linear equations obtained when the explicit expressions for the Legendre polynomials are substituted into (4.8.1) and coefficients of identical powers of \( x \) in both sides of the equation are equated. Thus, for example,

\[
x^2 = c_0 P_0(x) + c_1 P_1(x) + c_2 P_2(x) = c_0 + c_1 x + \frac{1}{2} c_2 (3x^2 - 1),
\]

so that

\[
c_2 = \frac{3}{2}, \quad c_1 = 0, \quad c_3 = \frac{1}{2}.
\]

Therefore

\[
x^2 = \frac{1}{4} P_0(x) + \frac{1}{2} P_2(x),
\]

an expansion which is valid for all \( x \).

**Example 2.** Suppose \( f(x) \) is the function

\[
f(x) = \begin{cases} 0, & -1 \leq x < a, \\ 1, & a < x \leq 1. \end{cases}
\]

According to Theorem 1, \( f(x) \) can be expanded in a series of the form (4.7.1), with coefficients

\[
c_n = (n + \frac{1}{2}) \int_{a}^{1} P_n(x) \, dx.
\]

Using (4.3.5) and noting that \( P_n(1) = 1 \), we find that

\[
c_n = -\frac{1}{2} [P_{n+1}(a) - P_{n-1}(a)], \quad c_0 = \frac{1}{2} (1 - a),
\]

\[^{59}\text{E. W. Hobson, op. cit., p. 329.}\]
which leads to the required expansion

$$f(x) = \frac{1}{2}(1 - x) - \frac{1}{2} \sum_{n=1}^{m} [P_{n+1}(x) - P_{n-1}(x)]P_n(x), \quad -1 < x < 1. \quad (4.8.2)$$

Next, we verify that the relation (4.7.15) holds at the discontinuity point $x = \alpha$. Letting $S_n(x)$ denote the sum of the first $m + 1$ terms of the series (4.8.2), we have

$$S_n(x) = \frac{1}{2}(1 - x) - \frac{1}{2} \sum_{n=1}^{m} [P_{n+1}(x)P_n(x) - P_{n}(x)P_{n+1}(x)]$$

$$= \frac{1}{2} - \frac{1}{2}P_{m+1}(x)P_m(x).$$

Since, according to (4.6.7), $P_n(x) \to 0$ as $n \to \infty$,

$$\lim_{n \to \infty} S_n(x) = \frac{1}{2} = \frac{1}{2}[f(x + 0) + f(x - 0)],$$

in keeping with the general theory.

Example 3. Finally, let

$$f(x) = \sqrt{\frac{1 - x}{2}}.$$ 

This function satisfies the conditions of Theorem 1, and hence can be expanded in a series of the form (4.7.1). The coefficients $c_n$ can be calculated by the following method, which is often useful: We multiply the expansion (4.2.3) by $f(x)$ and integrate over the interval $[-1, 1]$. After some elementary calculations, we obtain

$$\frac{1}{2t} \left[ 1 + t - \frac{(1 - t)^2}{2\sqrt{t}} \log \frac{1 + \sqrt{t}}{1 - \sqrt{t}} \right] = \sum_{n=0}^{\infty} t^n \int_{-1}^{1} \sqrt{\frac{1 - x}{2}} P_n(x) \, dx, \quad |t| < 1, \quad (4.8.3)$$

where the term-by-term integration is justified by the uniform convergence of the series (4.2.3) in the interval $[-1, 1]$, which follows from the estimate (4.4.2). Expanding the left-hand side of (4.8.3) in powers of $t$, we find that

$$\frac{4}{3} = 4 \sum_{n=1}^{\infty} \frac{t^n}{(4n^2 - 1)(2n + 3)} = \sum_{n=0}^{\infty} t^n \int_{-1}^{1} \sqrt{\frac{1 - x}{2}} P_n(x) \, dx,$$

which implies

$$\int_{-1}^{1} \sqrt{\frac{1 - x}{2}} P_0(x) \, dx = \frac{4}{3},$$

$$\int_{-1}^{1} \sqrt{\frac{1 - x}{2}} P_n(x) \, dx = - \frac{4}{(4n^2 - 1)(2n + 3)}.$$
We now use (4.7.2) to write the required expansion in the form
\[
\sqrt{\frac{1-x}{2}} = \frac{2}{3} P_0(x) - 2 \sum_{n=1}^{\infty} \frac{P_n(x)}{(2n - 1)(2n + 3)}, \quad -1 < x < 1. \tag{4.8.4}
\]

4.9. Definition and Generating Function of the Hermite Polynomials

Another important class of orthogonal polynomials encountered in the applications, especially in mathematical physics, \(^{24}\) consists of the Hermite polynomials \(H_n(x)\), \(^{25}\) which can be defined by the formula
\[
H_n(x) = (-1)^n e^{x^2} \frac{d^n e^{-x^2}}{dx^n} \quad n = 0, 1, 2, \ldots \tag{4.9.1}
\]

According to (4.9.1), the first few Hermite polynomials are
\[
H_0(x) = 1, \quad H_1(x) = 2x, \quad H_2(x) = 4x^2 - 2, \quad H_3(x) = 8x^3 - 12x, \ldots,
\]
and in general,
\[
H_n(x) = \sum_{k=0}^{[n/2]} \frac{(-1)^k n!}{k!(n-2k)!} (2x)^{n-2k}, \tag{4.9.2}
\]
where \([n]\) denotes the largest integer \(\leq n\). It will be shown later (see Sec. 4.13) that the Hermite polynomials are orthogonal with weight \(\rho(x) = e^{-x^2}\) on the interval \((-\infty, \infty)\).

The Hermite polynomials (or more exactly, the Hermite polynomials multiplied by the constant factor \(1/n!\)) are the coefficients in the expansion
\[
w(x, t) = e^{2xt-t^2} = \sum_{n=0}^{\infty} \frac{H_n(x)}{n!} t^n, \quad |t| < \infty, \tag{4.9.3}
\]
and hence \(w(x, t)\) is called the generating function of the Hermite polynomials. To prove (4.9.3), we need only note that \(w(x, t)\), regarded as a function of the complex variable \(t\), is an entire function, and therefore has the Taylor series
\[
w(x, t) = e^{2xt-t^2} = \sum_{n=0}^{\infty} \frac{1}{n!} \left[ \frac{\partial^n w}{\partial t^n} \right]_{t=0} t^n, \quad |t| < \infty,
\]

\(^{24}\) In problems involving the integration of Laplace’s equation and Helmholtz’ equation in parabolic coordinates, in quantum mechanics, etc. (see Secs. 10.7–18).

\(^{25}\) Actually introduced in 1859 by Chebyshev, some years before the publication of Hermite’s work.
which immediately implies (4.9.3), since
\[
\left( \frac{\partial^n w}{\partial t^n} \right)_{t=0} = e^{x^2} \left[ \frac{\partial^n}{\partial u^n} e^{-x^2 - (x-t)^2} \right]_{u=x} = (-1)^n e^{x^2} \left[ \frac{d^n e^{-u^2}}{du^n} \right]_{u=x} = H_n(x).
\]
Formula (4.9.3) can be used to derive various properties of the Hermite polynomials. For example, setting \( x = 0 \) in (4.9.3), expanding \( e^{-t^2} \) in power series, and comparing coefficients of powers of \( t \) in both sides of the resulting equation, we find that
\[
H_{2n}(0) = (-1)^n \frac{(2n)!}{n!}, \quad H_{2n+1}(0) = 0.
\]
(4.9.4)
There is another expansion closely related to (4.9.3), which we will prove in Sec. 4.11, i.e.,
\[
W(x, y, t) = (1 - t^2)^{-1/2} e^{2xy t - (x^2 + y^2)(1 - t^2)} = \sum_{n=0}^{\infty} \frac{H_n(x)H_n(y)}{2^n n!} t^n, \quad |t| < 1,
\]
where the left-hand side can be regarded as the generating function of products of Hermite polynomials. Setting \( y = x \) in (4.9.5), we obtain
\[
W(x, x, t) = (1 - t^2)^{-1/2} e^{2x^2 t / (1 + t)} = \sum_{n=0}^{\infty} \frac{H_n^2(x)}{2^n n!} t^n, \quad |t| < 1.
\]
(4.9.6)
Formulas (4.9.3, 4, 6) play an important role in the theory of Hermite polynomials.

### 4.10. Recurrence Relations and Differential Equation for the Hermite Polynomials

Substituting (4.9.3) into the identity
\[
\frac{\partial w}{\partial t} - (2x - 2t)w = 0
\]
(a power series can always be differentiated term by term), we find that
\[
\sum_{n=0}^{\infty} \frac{H_{n+1}(x)}{n!} t^n - 2x \sum_{n=0}^{\infty} \frac{H_n(x)}{n!} t^n + 2 \sum_{n=0}^{\infty} \frac{H_n(x)}{n!} t^{n+1} = 0,
\]
which gives
\[
H_{n+1}(x) - 2x H_n(x) + 2n H_{n-1}(x) = 0, \quad n = 1, 2, \ldots
\]
when the coefficient of \( t^n \) is equated to zero. The recurrence relation (4.10.1), connecting three Hermite polynomials with consecutive indices, can be used to calculate the Hermite polynomials step by step, starting from \( H_0(x) = 1, H_1(x) = 2x \).
We can derive another recurrence relation satisfied by the Hermite polynomials by substituting (4.9.3) into the identity\(^{26}\)
\[
\frac{\partial w}{\partial x} - 2tw = 0.
\]
This gives
\[
\sum_{n=0}^{\infty} \frac{H_n(x)}{n!} t^n - 2 \sum_{n=0}^{\infty} \frac{H_n(x)}{n!} t^{n+1} = 0,
\]
or
\[
H_n(x) = 2nH_{n-1}(x), \quad n = 1, 2, \ldots \tag{4.10.2}
\]
Formula (4.10.2) allows us to express the derivative of a Hermite polynomial in terms of another Hermite polynomial, and is very useful. Using the recurrence relations (4.10.1–2), we can easily derive a differential equation satisfied by the Hermite polynomials. In fact, eliminating \(H_{n-1}(x)\) from these two relations, we obtain
\[
H_{n+1}(x) - 2xH_n(x) + H_n(x) = 0.
\]
Then, differentiating this formula and using (4.10.2) again, we find that
\[
H_n''(x) - 2xH_n'(x) + 2nH_n(x) = 0, \quad n = 0, 1, 2, \ldots \tag{4.10.3}
\]
where the validity of (4.10.3) for \(n = 0\) can be verified directly. It follows from (4.10.3) that the function \(u = H_n(x)\) is a particular integral of the second-order linear differential equation
\[
u'' - 2xu' + 2nu = 0. \tag{4.10.4}
\]
By making changes of variables, we can easily derive other differential equations whose integrals can be expressed in terms of Hermite polynomials. For example, it is easy to see that
\[
u = e^{-x^2/2}H_n(x)
\]
is a particular solution of the equation
\[
u'' + (2n + 1 - x^2)\nu = 0. \tag{4.10.5}
\]
\(^{26}\)The justification for differentiating (4.9.3) term by term with respect to \(x\) follows from the uniform convergence of (4.9.3) in the domain \(|x| < a\) for arbitrary finite \(a > 0\). According to (4.9.2),
\[
|H_n(x)| \leq \frac{H_n(ia)}{i^n}, \quad |x| < a,
\]
so that (4.9.3) is majorized by the convergent series
\[
\sum_{n=0}^{\infty} \frac{H_n(ia)}{i^n} \frac{|x|^n}{n!} = e^{2a|x| + |x|^2}
\]
and hence converges uniformly for \(|x| < a\) (cf. footnote 7, p. 47).
4.11. Integral Representations of the Hermite Polynomials

The Hermite polynomials have simple and useful representations in terms of definite integrals containing the variable $x$ as parameter. To derive these representations, we start from the familiar integral

$$e^{-x^2} = \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-t^2} \cos 2xt \, dt, \quad (4.11.1)$$

where $x$ is an arbitrary real or complex number. Differentiating (4.11.1) $2n$ times with respect to $x$, and comparing the result with (4.9.1), we find that

$$H_{2n}(x) = \frac{2^{2n+1}(-1)^n e^{x^2}}{\sqrt{\pi}} \int_0^\infty e^{-t^2} t^{2n} \cos 2xt \, dt, \quad n = 0, 1, 2, \ldots \quad (4.11.2)$$

Similarly, for odd indices we have

$$H_{2n+1}(x) = \frac{2^{2n+2}(-1)^n e^{x^2}}{\sqrt{\pi}} \int_0^\infty e^{-t^2} t^{2n+1} \sin 2xt \, dt, \quad n = 0, 1, 2, \ldots, \quad (4.11.3)$$

which can be combined with (4.11.2) into a single formula

$$H_n(x) = \frac{2^n(-i)^n e^{x^2}}{\sqrt{\pi}} \int_{-\infty}^\infty e^{-t^2 + 2ixe} t^n \, dt, \quad n = 0, 1, 2, \ldots \quad (4.11.4)$$

To illustrate the utility of these representations, we now derive formula (4.9.5). According to (4.11.4), for $|t| < 1$ we have

$$\sum_{n=0}^m \frac{H_n(x)H_n(y)}{2^n n!} t^n = \frac{e^{x^2 + y^2}}{\pi} \sum_{n=0}^\infty \frac{(-1)^n}{n!} (2t)^n \times \int_{-\infty}^\infty \int_{-\infty}^\infty e^{-u^2 - v^2 + 2ixu + 2iyv} (uv)^n \, du \, dv$$

$$= \frac{e^{x^2 + y^2}}{\pi} \int_{-\infty}^\infty \int_{-\infty}^\infty e^{-u^2 - v^2 + 2ixu + 2iyv} \sum_{n=0}^\infty \frac{(-1)(2v^2)^n}{n!} \, du \, dv$$

$$= \frac{e^{x^2 + y^2}}{\pi} \int_{-\infty}^\infty \int_{-\infty}^\infty e^{-u^2 - v^2 + 2ixu - 2yv} \, du \, dv. \quad (4.11.5)$$

After two applications of the familiar formula

$$\int_{-\infty}^{\infty} e^{-a^2 x^2 - 2ax \cos \theta} \, dx = \frac{\sqrt{\pi}}{a} e^{a^2 \sin^2 \theta}, \quad \text{Re} \ a^2 > 0, \quad (4.11.6)$$

To justify differentiating behind the integral sign, see E. C. Titchmarsh, op. cit. pp. 99–100, noting that the integral in (4.11.1) is uniformly convergent in the disk $|x| \leq a$ for arbitrary finite $a > 0$, since it is majorized by the absolutely convergent integral

$$\frac{2}{\sqrt{\pi}} \int_0^\infty e^{-t^2} \, dt.$$
the right-hand side of (4.11.5) reduces to

\[ W(x, y, t) = (1 - t^2)^{-1/2} e^{2xy \frac{t}{2} - \frac{t^2}{4} + \frac{y^2}{2}} e^{(1 - t^2)^{1/2}}. \]

The legitimacy of the various formal calculations follows from the convergence of the expression

\[ \frac{e^{ix^2 + iy^2}}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-u^2 - v^2 + 2|u||x| + 2|v||y|} \, du \, dv \sum_{n=0}^{\infty} \frac{(2|u||v||t|^n)}{n!} \]

for all \(|t| < 1\).

### 4.12. Integral Equations Satisfied by the Hermite Polynomials

The Hermite polynomials satisfy simple integral equations with symmetric kernels. To derive these equations, we replace \(x\) by \(y\) in the expansion (4.9.3) of the generating function, multiply the result by \(e^{ixy - \frac{1}{2}y^2} (-\infty < x < \infty)\) and integrate over \((-\infty, \infty)\). This gives

\[ \int_{-\infty}^{\infty} e^{2yt + t^2 + 4xy - \frac{1}{2}y^2} \, dy = \int_{-\infty}^{\infty} e^{xy - \frac{1}{2}y^2} \, dy \sum_{n=0}^{\infty} \frac{H_n(y)}{n!} \, t^n \]

(4.12.1)

Interchanging the order of integration and summation is permissible, since

\[ \int_{-\infty}^{\infty} \left| e^{xy - \frac{1}{2}y^2} \right| \, dy \sum_{n=0}^{\infty} \frac{|H_n(y)|}{n!} |t|^n \leq \int_{-\infty}^{\infty} e^{-\frac{1}{2}y^2} \, dy \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{|t|}{\sqrt{\pi}} \right)^n |H_n(|t||y|)| \]

\[ = \int_{-\infty}^{\infty} e^{-\frac{1}{2}y^2} + 2|y| |t| + |t|^2 \, dy < \infty, \]

where we have used the inequality

\[ |H_n(x)| \leq \frac{1}{t^n} H_n(|t||x|), \]

implied by (4.9.2).

Evaluating the integral in the left-hand side of (4.12.1), we find that

\[ \int_{-\infty}^{\infty} e^{2yt + t^2 + 4xy} \, dy = \sqrt{2\pi} e^{t^2 + 2xt - \frac{1}{2}y^2} \]

(4.12.2)

Comparing coefficients of identical powers of \(t\) in (4.12.1–2), we obtain the desired integral equation satisfied by the Hermite polynomials

\[ e^{-x^2/2} H_n(x) = \frac{1}{t^n \sqrt{2\pi}} \int_{-\infty}^{\infty} e^{xy} e^{-y^2/2} H_n(y) \, dy, \quad n = 0, 1, 2, \ldots \]  

(4.12.3)
If we consider separately the cases of even and odd \( n \), bearing in mind that \( H_{2m}(x) \) is an even function and \( H_{2m+1}(x) \) an odd function (of the variable \( x \)), then (4.12.3) implies the following two integral equations with real kernels:

\[
e^{-x^2/2} H_{2m}(x) = (-1)^m \sqrt{\frac{2}{\pi}} \int_0^\infty e^{-y^2/2} H_{2m}(y) \cos xy \, dy,
\]

\[
e^{-x^2/2} H_{2m+1}(x) = (-1)^m \sqrt{\frac{2}{\pi}} \int_0^\infty e^{-y^2/2} H_{2m+1}(y) \sin xy \, dy, \quad m = 0, 1, 2, \ldots
\]

(4.12.4)

### 4.13. Orthogonality of the Hermite Polynomials

It is easy to show that the Hermite polynomials are orthogonal with weight \( e^{-x^2} \) on the interval \((-\infty, \infty)\), i.e.,

\[
\omega \cdot \int_{-\infty}^\infty e^{-x^2} H_m(x) H_n(x) \, dx \quad \text{if} \quad m \neq n. \tag{4.13.1}
\]

In fact, setting \( u_m = e^{-x^2/2} H_m(x) \) and using equation (4.10.5), we have

\[
u_m' + (2n + 1 - x^2)u_m = 0, \quad u_m' + (2m + 1 - x^2)u_m = 0.
\]

Multiplying the first of these equations by \( u_n \) and the second by \( u_n' \), we see that

\[
\frac{d}{dx} (u_n' u_m - u_m' u_n) + 2(n - m)u_n u_m = 0. \tag{4.13.2}
\]

Then, integrating (4.13.2) over \((-\infty, \infty)\), we find that

\[
(n - m) \int_{-\infty}^\infty u_n u_m \, dx = 0,
\]

which implies (4.13.1).

The value of the integral (4.13.1) for \( m = n \) can be found as follows: We replace the index \( n \) by \( n - 1 \) in the recurrence relation (4.10.1) and multiply the result by \( H_n(x) \). Then from this equation we subtract (4.10.1) multiplied by \( H_{n-1}(x) \). This gives

\[
H_n^2(x) + 2(n - 1)H_n(x)H_{n-1}(x) - H_{n+1}(x)H_{n-1}(x) - 2nH_n^2(x) = 0,
\]

\[
n = 2, 3, \ldots \tag{4.13.3}
\]

Multiplying (4.13.3) by \( e^{-x^2} \), integrating over \((-\infty, \infty)\) and using the orthogonality property (4.13.1), we obtain

\[
\int_{-\infty}^\infty e^{-x^2} H_n^2(x) \, dx = 2n \int_{-\infty}^\infty e^{-x^2} H_n^2(x) \, dx, \quad n = 2, 3, \ldots
\]
Repeated application of this formula gives

\[ \int_{-\infty}^{\infty} e^{-x^2} H_n^2(x) \, dx = 2^{n-1} n! \int_{-\infty}^{\infty} e^{-x^2} H_1^2(x) \, dx = 2^n n! \sqrt{\pi}, \quad n = 2, 3, \ldots \]

Direct calculation shows that this result is also valid for \( n = 0, 1 \), and hence

\[ \int_{-\infty}^{\infty} e^{-x^2} H_n^2(x) \, dx = 2^n n! \sqrt{\pi}, \quad n = 0, 1, 2, \ldots \quad (4.13.4) \]

It follows from (4.13.1, 4) that the functions

\[ \varphi_n(x) = (2^n n! \sqrt{\pi})^{-1/2} e^{-x^2/2} H_n(x), \quad n = 0, 1, 2, \ldots \]

form an orthonormal system on the interval \((-\infty, \infty)\).

### 4.14. Asymptotic Representation of the Hermite Polynomials for Large \( n \)

The Hermite polynomials have a simple asymptotic representation which describes their behavior for large values of the degree \( n \). This representation was first found by Adamov, and plays an important role in the problem of expanding functions in series of Hermite polynomials (see Sec. 4.15). We again apply the general method used in Sec. 4.6 to solve the analogous problem for the Legendre polynomials. Our starting point is the differential equation (4.10.5) for the function \( u = e^{-x^2/2} H_n(x) \). Writing this equation in the form

\[ u'' + (2n + 1)u = x^2u, \quad (4.14.1) \]

taking account of the initial conditions

\[ u(0) = H_n(0), \quad u'(0) = H_n'(0), \]

and regarding the right-hand side of (4.14.1) as a known function, we find that

\[ u(x) = H_n(0) \cos \sqrt{2n + 1} x + H_n'(0) \sin \sqrt{2n + 1} x \]

\[ + \frac{1}{\sqrt{2n + 1}} \int_{-\infty}^{x} y^2u(y) \sin \sqrt{2n + 1} (x - y) \, dy. \quad (4.14.2) \]

---

28 Note that

\[ \int_{-\infty}^{\infty} e^{-x^2} H_2(x) \, dx = 4 \int_{-\infty}^{\infty} e^{-x^2} x^2 \, dx = 2 \sqrt{\pi}. \]

29 A. A. Adamov, *On the asymptotic expansion of the polynomials \( e^{ax^2} d^n(e^{-ax^2})/dx^n \) for large values of \( n \) (in Russian), Annals of the Polytechnic Institute of St. Petersburg, 5, 127 (1906).
Next, using formulas (4.9.4), (4.10.2) and (1.2.1, 4), we obtain

\[ H_{2m}(0) = (-1)^m \frac{\Gamma(2m + 1)}{\Gamma(m + 1)} , \quad H_{2m+1}(0) = 0 , \]

\[ H'_{2m}(0) = 0 , \quad H'_{2m+1}(0) = 2(-1)^m \frac{\Gamma(2m + 2)}{\Gamma(m + 1)} , \]

It follows that equation (4.14.2) can be written in the form

\[ u(x) = a_n \left[ \cos \left( \sqrt{2n+1} x - \frac{\pi x}{2} \right) + r_n(x) \right] , \quad (4.14.3) \]

where \( a_n \) denotes the first or the second of the expressions

\[ \frac{\Gamma(n + 1)}{\sqrt{2n+1}}, \quad \frac{2\Gamma(n + 1)}{\Gamma(n + 1/2)} , \]

depending on whether \( n \) is even or odd, and

\[ r_n(x) = \frac{1}{a_n \sqrt{2n+1}} \int_0^x y^2 u(y) \sin \left[ \sqrt{2n+1}(x - y) \right] dy . \quad (4.14.5) \]

To estimate the remainder \( r_n(x) \) for arbitrary real \( x \), we use Schwarz's inequality (see footnote 17, p. 54). Taking account of (4.13.4), we have

\[ |r_n(x)| \leq \frac{1}{a_n \sqrt{2n+1}} \left[ \int_0^1 y^4 dy \right]^{1/2} \left[ \int_0^1 u^2(y) dy \right]^{1/2} \]

\[ = \frac{1}{a_n \sqrt{2n+1}} \left[ \int_0^1 y^4 dy \right]^{1/2} \left[ \int_0^\infty u^2(y) dy \right]^{1/2} \]

\[ = \frac{(2n! \sqrt{\pi})^{1/2}}{a_n \sqrt{2n+1}} \frac{|x|^{5/2}}{\sqrt{2 \sqrt{\pi}}} = \beta_n |x|^{5/2}. \]

It follows from Stirling’s formula (1.4.25) that

\[ a_n \approx 2^{n+1/2} n!^{1/2} e^{-n/2} , \quad 2n! \sqrt{\pi} \approx 2^{n+1/2} e^{-n/2} \pi^{1/2} \]

as \( n \to \infty \), and hence the product \( \beta_n n^{1/4} \) is bounded for arbitrary \( n \geq 0 \). Therefore

\[ |r_n(x)| \leq C |x|^{5/2} n^{-1/4} , \quad (4.14.7) \]

where \( C \) is some constant. This last inequality shows that for any finite \( x \) we have the asymptotic formula

\[ u(x) \approx a_n \cos \left( \sqrt{2n+1} x - \frac{\pi x}{2} \right) , \quad n \to \infty \]

or

\[ H_n(x) \approx 2^{(n+1)/2} n!^{1/2} e^{-n/2} e^{x^2/2} \cos \left( \sqrt{2n+1} x - \frac{\pi x}{2} \right) , \quad n \to \infty . \]
For more exact asymptotic representations of the Hermite polynomials \( H_n(x) \) for large \( n \), we refer the reader to the monographs by Szegő and Sansone, cited in the Bibliography (see p. 300).

4.15. Expansion of Functions in Series of Hermite Polynomials

We now show that a real function \( f(x) \) defined in the infinite interval \((-\infty, \infty)\) can be expanded in a series of Hermite polynomials

\[
 f(x) = \sum_{n=0}^{\infty} c_n H_n(x), \quad -\infty < x < \infty, \quad (4.15.1)
\]

provided \( f(x) \) satisfies certain general conditions. The coefficients \( c_n \) can be determined formally by using the orthogonality property of the Hermite polynomials (see Sec. 4.13). In fact, multiplying the series (4.15.1) by \( e^{-x^2} H_m(x) \), integrating term by term over the interval \((-\infty, \infty)\), and using (4.13.1, 4), we find that

\[
 \int_{-\infty}^{\infty} e^{-x^2} f(x) H_m(x) \, dx = \sum_{n=0}^{\infty} c_n \int_{-\infty}^{\infty} e^{-x^2} H_m(x) H_n(x) \, dx = 2^n m! \sqrt{\pi} c_n,
\]

which implies

\[
 c_n = \frac{1}{2^n n! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^2} f(x) H_n(x) \, dx, \quad n = 0, 1, 2, \ldots \quad (4.15.2)
\]

In the course of establishing simple sufficient conditions for the series (4.15.1) with these coefficients to actually converge and to have the sum \( f(x) \), we will need the following

**Lemma.** If the real function \( \varphi(x) \) defined in the infinite interval \((-\infty, \infty)\) is piecewise continuous in every finite subinterval \([-a, a]\) and if the integral

\[
 \int_{-\infty}^{\infty} (1 + x^2) e^{-x^2} \varphi(x) \, dx 
\]

is finite, then

\[
 \lim_{n \to \infty} \frac{1}{n^{1/4}} \int_{-\infty}^{\infty} e^{-x^2} H_n(x) \varphi(x) \, dx = 0. \quad (4.15.4)
\]

**Proof.** First we write the integral (4.15.4) as a sum of three integrals

\[
 \int_{-\infty}^{\infty} \cdots = \frac{1}{(2^n n! \sqrt{\pi})^{1/2}} \left[ \int_{-\infty}^{-a} \cdots + \int_{-a}^{a} \cdots + \int_{a}^{\infty} \cdots \right] = \mathcal{J}_1 + \mathcal{J}_2 + \mathcal{J}_3. \quad (4.15.5)
\]
Then, using Schwarz's inequality, we find that
\[ |\mathcal{F}_1| \leq \frac{n^{1/4}}{(2^n!\sqrt{\pi})^{1/2}} \int_{-\infty}^{-a} e^{-x^2} |H_n(x)| |q(x)| \, dx \]
\[ \leq \frac{n^{1/4}}{(2^n!\sqrt{\pi})^{1/2}} \left[ \int_{-\infty}^{-a} H_n^2(x) \, dx \right]^{1/2} \left[ \int_{-\infty}^{-a} (1 + x^2) e^{-x^2} q^2(x) \, dx \right]^{1/2} \]
\[ \leq \left[ \frac{\sqrt{n}}{(2^n!\sqrt{\pi})} \int_{-\infty}^{\infty} H_n^2(x) \, dx \right]^{1/2} \left[ \int_{-\infty}^{-a} (1 + x^2) e^{-x^2} q^2(x) \, dx \right]^{1/2}, \]
\[ (4.15.6) \]
and similarly,
\[ |\mathcal{F}_3| \leq \left[ \frac{\sqrt{n}}{(2^n!\sqrt{\pi})} \int_{-\infty}^{\infty} H_n^2(x) \, dx \right]^{1/2} \left[ \int_{-\infty}^{-a} (1 + x^2) e^{-x^2} q^2(x) \, dx \right]^{1/2}, \]
\[ (4.15.7) \]
Our next step is to show that the integral
\[ \mathcal{F} = \frac{\sqrt{n}}{2^n!\sqrt{\pi}} \int_{-\infty}^{\infty} H_n^2(x) e^{-x^2} \, dx \]
\[ (4.15.8) \]
satisfies the condition
\[ \mathcal{F} = O(1), \]
\[ (4.15.9) \]
i.e., \( \mathcal{F} \) is bounded for all \( n \). To show this, we use the identity
\[ \mathcal{F} = \sqrt{\frac{n}{\pi}} \int_{-\infty}^{\infty} \frac{1 - x^2}{1 + x^2} e^{-x^2} \, dx, \]
\[ (4.15.10) \]
proved in Problem 8, p. 95. Writing (4.15.10) in the form
\[ \mathcal{F} = 2 \frac{\sqrt{n}}{\pi} \left[ \int_0^1 \cdots + \int_1^\infty \cdots \right], \]
and making the change of variable \( x \to x^{-1} \) in the second integral, we obtain
\[ \mathcal{F} = 2 \frac{\sqrt{n}}{\pi} \int_0^1 \frac{1 - x^2}{1 + x^2} e^{-x^2} + (1 - x^2) e^{-x^{-2}} \, dx. \]
\[ (4.15.11) \]
Since
\[ e^{-x^2} + (1 - x^2) e^{-x^{-2}} \leq 2, \quad 0 \leq x \leq 1, \]
it follows from (4.15.11) that
\[ \mathcal{F} \leq 4 \frac{\sqrt{n}}{\pi} \int_0^1 \frac{1 - x^2}{1 + x^2} e^{-x^{-2}} \, dx. \]
The integral on the right can be evaluated by making the substitution
\[ \frac{1 - x^2}{1 + x^2} = \sqrt{1 - t}. \]
Then
\[
\frac{dx}{1 + x^2} = \frac{dt}{4\sqrt{t(1 - t)}},
\]
and according to (1.5.2),
\[
4 \int_0^1 \left(\frac{1 - x^2}{1 + x^2}\right)^n \frac{dx}{1 + x^2} = \int_0^1 t^{-1/2}(1 - t)^{(n - 1)/2} dt = B\left(\frac{1}{2}, \frac{n + 1}{2}\right),
\]
where \(B(x, y)\) is the beta function. Using (1.5.6) and (1.2.5), we find that
\[
B\left(\frac{1}{2}, \frac{n + 1}{2}\right) = \frac{\sqrt{\pi} \Gamma\left(\frac{n + 1}{2}\right)}{\Gamma\left(\frac{n}{2} + 1\right)},
\]
and hence
\[
\mathcal{F} \leq \frac{\sqrt{\pi} \Gamma\left(\frac{n + 1}{2}\right)}{\Gamma\left(\frac{n}{2} + 1\right)}.
\]

The estimate (4.15.9) is now an immediate consequence of Stirling's formula (1.4.25).

Since \(\mathcal{F}\) is bounded, it follows from the existence of (4.15.3) that given any \(\varepsilon > 0\), there is an \(a = a(\varepsilon) > 0\), independent of \(n\), such that
\[
|\underline{\mathcal{F}_1}| < \frac{\varepsilon}{3}, \quad |\mathcal{F}_3| < \frac{\varepsilon}{3} \quad (4.15.12)
\]
Assuming that \(a\) has been chosen in this way, we now use (4.14.3) to write
\[
\mathcal{F}_2 = \frac{\alpha_n n^{1/4}}{(2\pi n^{1/2})^{3/2}} \left[ \int_{-a}^a e^{-x^2/2} \varphi(x) \cos \left( \sqrt{2n + 1} x - \frac{n\pi}{2} \right) dx 
+ \int_{-a}^a e^{-x^2/2} \varphi(x) r_n(x) dx \right].
\]
Since \(\varphi(x)e^{-x^2/2}\) is piecewise continuous and hence absolutely integrable in \([-a, a]\), the first of the integrals on the right approaches zero as \(n \to \infty\). The second integral also approaches zero as \(n \to \infty\), since, according to (4.14.7), the integrand is \(O(n^{-1/4})\) uniformly in \([-a, a]\), while the factor in front of the brackets is bounded, as follows from (4.14.6). Therefore \(\mathcal{F}_2 \to 0\) as \(n \to \infty\), so that for a suitable choice of \(N = N(\varepsilon)\), we have
\[
|\mathcal{F}_2| < \frac{\varepsilon}{3} \quad (4.15.13)
\]
for every \( n > N \). Combining (4.15.13) and (4.15.12), we and that

\[
|J_1 + J_2 + J_3| < \varepsilon, \quad n > N,
\]

and the lemma is proved.

We are now ready to prove

**Theorem 2.** If the real function \( f(x) \) defined in the infinite interval \( (-\infty, \infty) \) is piecewise smooth in every finite interval \([-a, a]\), and if the integral

\[
\int_{-\infty}^{\infty} e^{-x^2} f^2(x) \, dx \tag{4.15.14}
\]

is finite, then the series (4.15.1), with coefficients \( c_n \) calculated from (4.15.2), converges to \( f(x) \) at every continuity point of \( f(x) \).

**Proof.** First we note that the conditions imposed on \( f(x) \) imply the existence of the integrals in the right-hand side of (4.15.2), so that the coefficients \( c_n \) can actually be calculated.\(^{30}\) Let \( S_n(x) \) denote the sum of the first \( m + 1 \) terms of the series (4.15.1). Then it follows from (4.15.2) that

\[
S_n(x) = \sum_{n=0}^{\infty} c_n H_s(x) = \sum_{n=0}^{\infty} H_s(x) \frac{1}{2^n n! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-y^2} f(y) H_s(y) \, dy
\]

\[
= \int_{-\infty}^{\infty} e^{-y^2} f(y) K_n(x, y) \, dy, \tag{4.15.15}
\]

where

\[
K_n(x, y) = \frac{1}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{H_s(x)H_s(y)}{2^n n!}. \tag{4.15.16}
\]

The “kernel” \( K_n(x, y) \) can be calculated by the following device: We multiply the recurrence relation (4.10.1) by \( H_s(y) \) and then from the resulting equation we subtract the same equation with \( x \) and \( y \) interchanged. This gives

\[
[H_{n+1}(x)H_s(y) - H_{n+1}(y)H_s(x)] - 2n[H_n(x)H_{n-1}(y) - H_n(y)H_{n-1}(x)]
\]

\[
= 2(x - y)H_n(x)H_s(y), \quad n = 1, 2, \ldots \tag{4.15.17}
\]

Dividing (4.15.17) by \( 2^n n! \), summing over \( n \) from 1 to \( m \), and noting that \( H_0(x) = 1, H_1(x) = 2x \), we obtain

\[
2(x - y) \sum_{n=1}^{m} \frac{H_n(x)H_n(y)}{2^n n!} = \frac{H_{n+1}(x)H_n(y) - H_{n+1}(y)H_n(x)}{2^{n+1} n!},
\]

which implies

\[
K_n(x, y) = \frac{H_{n+1}(x)H_n(y) - H_{n+1}(y)H_n(x)}{(x - y)2^{n+1} n! \sqrt{\pi}}. \tag{4.15.18}
\]

\(^{30}\) Apply Schwarz’s inequality to the functions \( e^{-x^2/2} f(x) \) and \( e^{-x^2/2} H_s(x) \).
We note that $K_m(x, y)$ satisfies the important identity

$$\int_{-\infty}^{\infty} e^{-y^2} K_m(x, y) \, dy = 1,$$  \hfill (4.15.19)

which is an immediate consequence of (4.15.16) and (4.13.1, 4).\(^{31}\)

Now suppose $x$ is a continuity point of $f(x)$, and consider the difference $S_m(x) - f(x)$, which, according to (4.15.15) and (4.15.18, 19), can be written in the form

$$S_m(x) - f(x) = \int_{-\infty}^{\infty} e^{-y^2} K_m(x, y) f'(y) - f(x) \, dy$$

$$= \frac{H_m(x)}{2^{n+1}m! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-y^2} H_{m+1}(y) \varphi(x, y) \, dy$$

$$- \frac{H_{m+1}(x)}{2^{n+1}(m+1)! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-y^2} H_m(y) \varphi(x, y) \, dy,$$  \hfill (4.15.20)

where

$$\varphi(x, y) = \frac{f(y) - f(x)}{y - x}.$$

Regarded as a function of $y$, $\varphi(x, y)$ is piecewise continuous in $(-\infty, \infty)$, for exactly the same reasons as given in the proof of Theorem 1, p. 55. Moreover, the integral

$$\int_{-\infty}^{\infty} (1 + y^2)e^{-y^2} \varphi(x, y) \, dy$$

is finite, since $\varphi(x, y)$ is bounded in any neighborhood of $y = x$ (see p. 57), and for sufficiently large $b > x$,

$$\int_{b}^{\infty} (1 + y^2)e^{-y^2} \varphi(x, y) \, dy = \int_{b}^{\infty} (1 + y^2)e^{-y^2} \left[ \frac{f(y) - f(x)}{y - x} \right] \, dy$$

$$= O(1) \int_{b}^{\infty} e^{-y^2} \left[ f'(y) + f'(x) \right] \, dy,$$

where the last integral is finite, because of (4.15.14). A similar estimate can be given for the interval $(-\infty, -b)$. Therefore, according to the lemma,

$$\lim_{m \to \infty} \frac{(m + 1)^{1/4}}{2^{n+1}(m + 1)! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-y^2} H_{m+1}(y) \varphi(x, y) \, dy$$

$$= \lim_{m \to \infty} \frac{m^{1/4}}{2^n m! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-y^2} H_m(y) \varphi(x, y) \, dy = 0.$$  \hfill (4.15.21)

\(^{31}\) Since $H_0(y) = 1$, we have

$$\int_{-\infty}^{\infty} e^{-y^2} H_0(y) \, dy = \int_{-\infty}^{\infty} e^{-y^2} H_0(y) H_0(y) \, dy = \left\{ \begin{array}{ll} 0, & n \neq 0, \\ \frac{1}{\sqrt{\pi}}, & n = 0. \end{array} \right.$$
4.16. Examples of Expansions in Series of Hermite Polynomials

In applying Theorem 2 to a given function \( f(x) \), we have to evaluate the integral in (4.15.2). In most cases this is done by replacing \( H_n(x) \) by its explicit expression (4.9.1) or by one of the integral representations given in Sec. 4.11. The following examples serve to illustrate the technique of expanding functions in series of Hermite polynomials:

**Example 1.** The function

\[ f(x) = x^{2p}, \quad p = 0, 1, 2, \ldots \]

satisfies the conditions of Theorem 2. In this case,

\[ x^{2p} = \sum_{n=0}^{\infty} c_{2n} H_{2n}(x), \]

where

\[ c_{2n} = \frac{1}{2^{2n}(2n)! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^2} x^{2p} H_{2n}(x) \, dx. \]

---

Substituting from (4.9.1) and integrating by parts \(n\) times, we find that
\[
c_{2n} = \frac{1}{2^{2n}(2n)!} \sqrt{\pi} \int_{-\infty}^{\infty} x^{2p} \frac{d^{2n}}{dx^{2n}} \left(e^{-x^2}\right) \, dx
\]
\[
= \frac{1}{2^{2n}(2n)!} \sqrt{\pi} \frac{(2p)!}{(2p - 2n)!} \int_{-\infty}^{\infty} e^{-x^2} x^{2p-2n} \, dx
\]
\[
= \frac{1}{2^{2n}(2n)!} \sqrt{\pi} \frac{(2p)!}{(2p - 2n)!} \Gamma(p - n + \frac{1}{2}).
\]

According to the duplication formula (1.2.3) for the gamma function,
\[2^{2p-2n} \Gamma(p - n + \frac{1}{2})(p - n)! = \sqrt{\pi}(2p - 2n)!,\]

and therefore the expression for \(c_{2n}\) simplifies to
\[
c_{2n} = \frac{(2p)!}{2^{2p}(2n)!(p - n)!}.
\]

Thus the desired expansion is
\[
x^{2p} = \frac{(2p)!}{2^{2p}} \sum_{n=0}^{p} \frac{H_{2n}(x)}{(2n)!(p - n)!}, \quad -\infty < x < \infty, \quad p = 0, 1, 2, \ldots
\]

(4.16.1)

In the same way, we find that
\[
x^{2p+1} = \frac{(2p + 1)!}{2^{2p+1}} \sum_{n=0}^{p} \frac{H_{2n+1}(x)}{(2n + 1)!(p - n)!}, \quad -\infty < x < \infty, \quad p = 0, 1, 2, \ldots
\]

(4.16.2)

**Example 2.** Let \(f(x) = e^{ax}\), where \(a\) is an arbitrary real or complex number. Then the same method as used in Example 1 shows that
\[e^{ax} = \sum_{n=0}^{\infty} c_n H_n(x),
\]

where
\[
c_n = \frac{1}{2^n n! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^2} x^{2n} H_n(x) \, dx = \frac{(-1)^n}{2^n n! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{ax} \frac{d^n}{dx^n} (e^{-x^2}) \, dx
\]
\[
= \frac{a^n}{2^n n! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{ax - x^2} \, dx = \frac{a^n}{2^n n!} e^{a^2/4},
\]

so that
\[e^{ax} = e^{a^2/4} \sum_{n=0}^{\infty} \frac{a^n}{2^n n!} H_n(x), \quad -\infty < x < \infty.
\]

(4.16.3)

We get the same result by setting \(t = a/2\) in the expansion (4.9.3) of the generating function.
**Example 3.** Consider the function

\[ f(x) = e^{-a^2 x^2}, \quad \text{Re} \, a^2 > -1. \]

In this case,

\[ e^{-a^2 x^2} = \sum_{n=0}^{\infty} c_{2n} H_{2n}(x), \]

where

\[ c_{2n} = \frac{1}{2^{2n}(2n)! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-(a^2 + 1)x^2} H_{2n}(x) \, dx. \]

To evaluate the integral, we replace \( H_{2n}(x) \) by its integral representation (4.11.2). Making an appropriate change of variable and again using the duplication formula (1.2.3), we obtain (cf. footnote 12, p. 6)

\[ c_{2n} = \frac{2(-1)^{n}}{\pi (2n)!} \int_{0}^{\infty} e^{-x^2} x^n \, dx \int_{-\infty}^{\infty} e^{-a^2 x^2} \cos 2x \, dx \]

\[ = \frac{2(-1)^{n}}{\sqrt{\pi} (2n)! a} \int_{0}^{\infty} e^{-x^2(1 + a^2)} x^n \, dx \int_{-\infty}^{\infty} e^{-x^2} \, dx \]

\[ = \frac{(-1)^{n} a^{2n}}{\sqrt{\pi} (2n)! (1 + a^2)^{n + \frac{1}{2}}} \Gamma(n + \frac{1}{2}) = \frac{(-1)^{n} a^{2n}}{2^{2n} n!(1 + a^2)^{n + \frac{1}{2}}} \Gamma(n + \frac{1}{2}). \]

With this value of \( c_{2n} \), we have

\[ e^{-a^2 x^2} = \sum_{n=0}^{\infty} \frac{(-1)^{n} a^{2n}}{2^{2n} n!(1 + a^2)^{n + \frac{1}{2}}} H_{2n}(x), \quad -\infty < x < \infty, \quad \text{Re} \, a^2 > -1. \]  

(4.16.4)

**Example 4.** If

\[ f(x) = \text{sgn} \, x = \begin{cases} 
1, & x > 0, \\
-1, & x < 0, 
\end{cases} \]

then

\[ \text{sgn} \, x = \sum_{n=0}^{\infty} c_{2n+1} H_{2n+1}(x), \]

where

\[ c_{2n+1} = \frac{1}{2^{2n+1}(2n+1)! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^2} H_{2n+1}(x) \, \text{sgn} \, x \, dx \]

\[ = \frac{1}{2^{2n}(2n+1)! \sqrt{\pi}} \int_{0}^{\infty} e^{-x^2} H_{2n+1}(x) \, dx. \]

Using the identity

\[ e^{-x^2} H_n(x) = -\frac{d}{dx} [e^{-x^2} H_{n-1}(x)], \]

(4.16.5)
which follows from (4.10.1) and (4.10.2), we find that

\[ c_{2n+1} = \frac{H_{2n}(0)}{2^{2n}(2n+1)!\sqrt{\pi}} = \frac{(-1)^n}{2^{2n}(2n+1)n!\sqrt{\pi}}, \]

and hence

\[ \text{sgn } x = \frac{1}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n}{2^{2n}(2n+1)n!} H_{2n+1}(x), \quad -\infty < x < \infty. \quad (4.16.6) \]

**Example 5.** By integrating (or differentiating) these formulas with respect to the variable \( x \) or the parameter \( a \), we can derive further expansions of the same type. For example, integrating (4.16.4) with respect to \( x \) over the interval \([0, x]\) and using (4.10.2), we obtain

\[ \Phi(ax) = \frac{1}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n a^{2n+1}}{2^{2n}n!(1 + a^2)^{n+\frac{1}{2}}} \frac{H_{2n+1}(x)}{2n + 1}, \quad -\infty < x < \infty, \quad (4.16.7) \]

where \( \Phi(x) \) is the probability integral. Another interesting expansion is obtained if we multiply the series (4.16.4) by \((1 + a^2)^{-1}\) and integrate with respect to \( a \) from 0 to \( \infty \). This gives

\[ e^{ax} [1 - \Phi(x)] = \frac{2}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n}{2^{2n}n!} \frac{H_{2n}(x)}{2n + 1}, \quad 0 < x < \infty, \quad (4.16.8) \]

where we have used the identity (2.1.7).

Other examples of expansion of functions in Hermite polynomials are given in the problems at the end of the chapter (see p. 93).

### 4.17. Definition and Generating Function of the Laguerre Polynomials

Still another important class of orthogonal polynomials encountered in the applications, especially in mathematical physics, consists of the Laguerre polynomials \( L_n(x) \), defined by the formula

\[ L_n(x) = e^x \frac{x^{-a}}{n!} \frac{d^n}{dx^n} (e^{-x}x^n), \quad n = 0, 1, 2, \ldots \quad (4.17.1) \]

---

39 In problems involving the integration of Helmholtz' equation in parabolic coordinates, in the theory of the hydrogen atom, in the theory of propagation of electromagnetic waves along transmission lines, etc.

34 The polynomials \( L_n(x) \) differ by only a constant factor from the polynomials \( T_n(x) \) investigated by N. Y. Sonine, *Recherches sur les fonctions cylindriques et le developpement des fonctions continues en series*, Math. Ann. 16, 1 (1880). Laguerre studied only the special case \( a = 0 \). In the literature, the polynomials \( L_n(x) \) are sometimes called the generalized Laguerre polynomials.
for arbitrary real \( \alpha > -1 \). According to (4.17.1), the first few Laguerre polynomials are

\[
L_0(x) = 1, \quad L_1(x) = 1 + \alpha - x, \\
L_2(x) = \frac{1}{2}[1(1 + \alpha)(2 + \alpha) - 2(2 + \alpha)x + x^2], \ldots,
\]

and in general, using Leibniz's formula, we have

\[
L_n(x) = \sum_{k=0}^{n} \frac{\Gamma(n + \alpha + 1)}{\Gamma(k + \alpha + 1) k!(n - k)!} (-x)^k,
\]

(4.17.2)

where for all \( k < n \) the ratio of gamma functions can be replaced by the product

\[
(n + \alpha)(n + \alpha - 1) \cdots (n + \alpha - (n - k - 1)).
\]

It will be shown below (see Sec. 4.21) that the Laguerre polynomials \( L_n(x) \) are orthogonal with weight \( \rho(x) = x^\alpha e^{-x} \) on the interval \( 0 \leq x < \infty \). The polynomials \( L_n(x) = L_n(x) \) form the simplest class of Laguerre polynomials. Another important class consists of the polynomials \( L_n^{(1/2)}(x) \) which are simply related to the Hermite polynomials (see Sec. 4.19).

As the starting point for the theory of Laguerre polynomials, we begin with the following expansion

\[
w(x, t) = (1 - t)^{\alpha - 1} e^{-xt/(1 - t)} = \sum_{n=0}^{\infty} L_n(x) t^n, \quad |t| < 1 \quad (4.17.3)
\]

of the generating function \( w(x, t) \). To prove (4.17.3), we note that the left-hand side, regarded as a function of the complex variable \( t \), is analytic in the disk \( |t| < 1 \), and hence must have an expansion of the form

\[
w(x, t) = (1 - t)^{\alpha - 1} e^{-xt/(1 - t)} = \sum_{n=0}^{\infty} c_n(x) t^n, \quad |t| < 1.
\]

According to a familiar theorem from complex variable theory, the coefficients \( c_n(x) \) can be written as contour integrals

\[
c_n(x) = \frac{1}{2\pi i} \int_C (1 - t)^{\alpha - 1} e^{-xt/(1 - t)} t^{\alpha - n - 1} \, dt, \quad (4.17.4)
\]

evaluated along any closed contour \( C \) surrounding the point \( t = 0 \) and lying inside the disk \( |t| < 1 \). Choosing a contour of sufficiently small size and introducing the new variable of integration \( u = x/(1 - t) \), we find that

\[
c_n(x) = \frac{e^{x(x - x)} u^{\alpha - n - 1}}{2\pi i} \int_C \frac{e^{-u u^{n + x}}}{(u - x)^{n + 1}} \, du,
\]

(4.17.5)

where \( C' \) is a small closed contour surrounding the point \( u = x \). Evaluating this integral by residue theory, we obtain

\[
c_n(x) = \frac{e^{x(x - x)}}{n!} \left[ \frac{d^n}{du^n} e^{-u u^{n + x}} \right]_{u=x} \equiv L_n(x),
\]

thereby verifying (4.17.3).
There is another expansion closely related to (4.17.3), i.e.,

\[
W(x, y, t) = (1 - t)^{-1}e^{-(x+y)(1-t)}(xyt)^{-a/2}I_a\left(\frac{2(2\pi)^{1/2}}{1-t}\right)
\]

\[
= \sum_{n=0}^{\infty} \frac{n!L_n^a(x)L_n^a(y)}{\Gamma(n+a+1)} t^n, \quad |t| < 1, \quad a > -1,
\]

(4.17.6)

where \(I_a(z)\) is the modified Bessel function of the first kind (defined in Sec. 5.7). Here the function \(W(x, y, t)\) can be regarded as a generating function of \(\text{products}\) of Laguerre polynomials. The following special case of (4.17.6), obtained by setting \(y = x\), is important in the applications:

\[
W(x, x, t) = (1 - t)^{-1}e^{-2xt(1-t)}x^{-a/2}I_a\left(\frac{2xt^{1/2}}{1-t}\right)
\]

\[
= \sum_{n=0}^{\infty} \frac{n!(L_n^a(x))^2}{\Gamma(n+a+1)} t^n, \quad |t| < 1, \quad a > -1.
\]

(4.17.7)

4.18. Recurrence Relations and Differential Equation for the Laguerre Polynomials

Substituting (4.17.3) into the easily verified identity

\[(1 - t^2) \frac{\partial W}{\partial t} + [x - (1 - t)(1 + a)]W = 0,
\]

we find that

\[(1 - t^2) \sum_{n=0}^{\infty} nL_n^a(x)t^n + [x - (1 - t)(1 + a)] \sum_{n=0}^{\infty} L_n^a(x)t^n = 0,
\]

which gives

\[(n + 1)L_{n+1}^a(x) + (x - a - 2n - 1)L_n^a(x) + (n + a)L_{n-1}^a(x) = 0,
\]

\[n = 1, 2, \ldots \quad (4.18.1)
\]

when the coefficient of \(t^n\) is set equal to zero. Similarly, substituting (4.17.3) into the identity\(^{36}\)

\[(1 - t) \frac{\partial W}{\partial x} + tw = 0,
\]


\(^{36}\) The justification for differentiating (4.17.3) term by term with respect to \(x\) follows from the uniform convergence of (4.17.3) in the domain \(|x| < a\) for arbitrary finite \(a > 0\). According to (4.17.2),

\[|L_n^a(x)| \leq L_n^a(-a), \quad |x| < a, \quad a > -1,
\]

so that (4.17.3) is majorized by the convergent series

\[\sum_{n=0}^{\infty} L_n^a(-a)t^n = (1 - |t|)^{-a-1}e^{a1(|1-|t|)},
\]

and hence converges uniformly for \(|x| < a\).
we obtain

\[(1 - t) \sum_{n=0}^{\infty} r^n \frac{dL_2^n(x)}{dx} + \sum_{n=0}^{\infty} L_2^n(x) s^{n+1} = 0,\]

which implies

\[\frac{dL_2^n(x)}{dx} - \frac{dL_2^{n-1}(x)}{dx} + L_2^{n-1}(x) = 0, \quad n = 1, 2, \ldots \quad (4.18.2)\]

Elimination of \(L_2^{n-1}(x)\) from (4.18.1–2) leads to the equation\(^{97}\)

\[(x - n - 1) \frac{dL_2^n(x)}{dx} + (n + 1) \frac{dL_2^{n+1}(x)}{dx} + (2n + 2 + \alpha - x)L_2^n(x) - (n + 1)L_2^{n+1}(x) = 0, \quad n = 0, 1, 2, \ldots \quad (4.18.3)\]

Finally, replacing \(n\) by \(n - 1\) in (4.18.3) and using (4.18.2) to eliminate \((d/dx)L_2^{n-1}(x)\), we obtain

\[x \frac{dL_2^n(x)}{dx} = nL_2^n(x) - (n + \alpha)L_2^{n-1}(x), \quad n = 1, 2, \ldots \quad (4.18.4)\]

Formula (4.18.4) allows us to expand the derivative of a Laguerre polynomial in terms of another Laguerre polynomial.

Recurrence relations of another type, involving Laguerre polynomials with different superscripts can be obtained by regarding the generating function as a function of the parameter \(\alpha\), and then writing equations connecting \(w(x, t, \alpha)\) and \(w(x, t, \alpha + 1)\). Thus, substituting (4.17.3) into the identity

\[(1 - t)w(x, t, \alpha + 1) = w(x, t, \alpha),\]

and comparing coefficients of identical powers of \(t\) in both sides of the resulting equation, we obtain

\[L_2^{n+1}(x) - L_2^{n-1}(x) = L_2^n(x), \quad n = 1, 2, \ldots \quad (4.18.5)\]

Similarly, substituting (4.17.3) into the identity

\[\frac{\partial w(x, t, \alpha)}{\partial x} = -tw(x, t, \alpha + 1),\]

we obtain another formula of this type:

\[\frac{dL_2^n(x)}{dx} = -L_2^{n-1}(x), \quad n = 1, 2, \ldots \quad (4.18.6)\]

Using the recurrence relations (4.18.2, 4), we can derive a differential equation satisfied by the Laguerre polynomials. In fact, differentiating

\(^{97}\) In some cases, the validity of a recurrence relation for small \(n\) does not follow from the general argument, but then one can always verify the relation by direct substitution of \(L_2^n(x) = 1, L_2^n(x) = 1 + \alpha - x, \ldots\)
(4.18.4) with respect to $x$ and then using (4.18.2, 4) to eliminate $(d/dx)L_n^a(x)$ and $L_{n-1}^a(x)$, we find that

$$x^2 \frac{d^2 L_n^a(x)}{dx^2} + (\alpha + 1 - x) \frac{dL_n^a(x)}{dx} + nL_n^a(x) = 0, \quad n = 0, 1, 2, \ldots \quad (4.18.7)$$

It follows from (4.18.7) that $u = L_n^a(x)$ is a particular solution of the second-order linear differential equation

$$xu'' + (\alpha + 1 - x)u' + nu = 0. \quad (4.18.8)$$

Equation (4.18.8) is encountered in mathematical physics and plays an important role in the theory of Laguerre polynomials. By making changes of variables, we can easily derive other differential equations whose integrals can be expressed in terms of Laguerre polynomials. For example, it is easy to see that the differential equations

$$xu'' + (\alpha + 1 - 2\nu)u' + \left[ n + \frac{\alpha + 1}{2} - \frac{x}{4} + \frac{\nu - \alpha}{2} \right] u = 0 \quad (4.18.9)$$

and

$$u'' + \left[ 4n + 2\alpha + 2 - x^2 + \frac{1}{x} - \frac{\alpha^2}{x^2} \right] u = 0 \quad (4.18.10)$$

have the particular solutions

$$u = e^{-x^2/2}x^\alpha L_n^\alpha(x)$$

and

$$u = e^{-x^2/2}x^\alpha + 1/2 L_n^\alpha(x^2),$$

respectively.

4.19. An Integral Representation of the Laguerre Polynomials.

Relation between the Laguerre and Hermite Polynomials

The Laguerre polynomials have a simple representation in terms of definite integrals containing the variable $x$ as parameter. To obtain this representation, we assume that $x$ is a positive real number. Then

$$e^{-x^2}x^{n+\alpha} = \int_0^\infty (\sqrt{\pi}t)^{n+\alpha} J_n(2\sqrt{\pi}t) e^{-t} dt, \quad (4.19.1)$$

where $J_n(x)$ is the Bessel function of order $\nu$.38 Differentiating (4.19.1) with

\[ ^{38} \text{Here we anticipate some results on Bessel functions, proved in Chap. 5. Formula (4.19.1) is a special case of formula (5.15.2), obtained by setting} \]

$$a = 1, \quad b = 2\sqrt{x}, \quad x = \sqrt{t}, \quad \nu = n + \alpha. \]
respect to $x$ and taking account of the identity
\[
\frac{d}{dx} u^{\nu/2} J_{\nu}(2\sqrt{u}) = u^{\nu-1/2} J_{\nu-1}(2\sqrt{u}),
\]
obtained by setting $z = 2\sqrt{u}$ in the first of the formulas (5.3.6), we find that
\[
\frac{d^m}{dx^m} (e^{-x} x^{m+n}) = \int_0^\infty (\sqrt{x} t)^n x^{m+n} J_{\nu-m+n}(2\sqrt{x}t) e^{-t} dt, \quad m = 0, 1, 2, \ldots,
\]
(4.19.2)
where it is easy to justify the differentiation behind the integral sign. Setting $m = n$ in (4.19.2) and taking account of (4.17.1), we obtain the desired integral representation of the Laguerre polynomials:
\[
L_n^\alpha(x) = \frac{e^x x^{-n/2}}{n!} \int_0^\infty t^{n+\alpha/2} J_{\alpha}(2\sqrt{xt}) e^{-t} dt, \quad \alpha > 1, \quad n = 0, 1, 2, \ldots
\]
(4.19.3)
Although this formula has been derived under the assumption that $x$ is a positive real number, it can easily be extended to arbitrary complex values of $x$ by using the principle of analytic continuation.

We now set $\alpha = \pm \frac{1}{2}$ in (4.19.3) and use the familiar formulas (5.8.1–2) from the theory of Bessel functions. Then we have
\[
L_n^{-1/2}(x) = \frac{e^x}{n! \sqrt{\pi}} \int_0^\infty e^{-t} t^{-1/2} \cos (2\sqrt{xt}) dt
\]
\[
= \frac{e^x}{n! \sqrt{\pi}} \int_0^\infty e^{-u^2} u^{2n} \cos (2\sqrt{xu}) du,
\]
(4.19.4)
\[
L_n^{1/2}(x) = \frac{e^x}{n! \sqrt{\pi} x} \int_0^\infty e^{-t} t^{1/2} \sin (2\sqrt{xt}) dt
\]
\[
= \frac{e^x}{n! \sqrt{\pi} x} \int_0^\infty e^{-u^2} u^{2n+1} \sin (2\sqrt{xu}) du,
\]
which, taken together with (4.11.2–3), imply
\[
L_n^{-1/2}(x) = \frac{(-1)^n}{2^{2n} n!} H_{2n}(\sqrt{x}),
\]
\[
L_n^{1/2}(x) = \frac{(-1)^n}{2^{2n+1} n!} \frac{H_{2n+1}(\sqrt{x})}{\sqrt{x}}.
\]
(4.19.5)
These formulas establish a connection between two classes of orthogonal polynomials, and allow us to regard the theory of Hermite polynomials as a special branch of the theory of Laguerre polynomials.$^{39}$

$^{39}$ One can also prove the formulas (4.19.5) directly from the expansions (4.17.2) and (4.9.2).
4.20. An Integral Equation Satisfied by the Laguerre Polynomials

The Laguerre polynomials satisfy a simple integral equation with a symmetric kernel. To obtain this equation, we replace \( x \) by \( y \) in the expansion

\[
(1 - t)^{-\alpha - 1} e^{-xt/(1-t)} = \sum_{n=0}^{\infty} L_n^\alpha(x) t^n, \quad |t| < 1, \quad \alpha > -1, \quad (4.20.1)
\]

multiply the result by

\[ e^{-y^{1/2} z^{1/2} J_\alpha(\sqrt{xy})}, \]

where \( J_\alpha(z) \) is the Bessel function of order \( \alpha \), and then integrate from 0 to \( \infty \). This gives

\[
(1 - t)^{-\alpha - 1} \int_0^\infty e^{-y^{1/2} z^{1/2} J_\alpha(\sqrt{xy})} \, dy
\]

\[
= \sum_{n=0}^{\infty} t^n \int_0^\infty e^{-y^{1/2} z^{1/2} J_\alpha(\sqrt{xy})} L_n^\alpha(y) \, dy, \quad (4.20.2)
\]

provided that the process of term-by-term integration is permissible. To prove the legitimacy of this process, suppose \( |t| < \frac{1}{2} \). Then, using the inequalities

\[
|L_n^\alpha(x)| \leq L_n^\alpha(\sqrt{x}), \quad |J_\alpha(x)| \leq I_\alpha(x), \quad x \geq 0, \quad \alpha > -1,
\]

where \( I_\alpha(x) \) is the modified Bessel function of the first kind (see Sec. 5.7), we have

\[
\int_0^\infty |J_\alpha(\sqrt{xy})| e^{-y^{1/2} z^{1/2} /2} \sum_{n=0}^{\infty} |t|^n |L_n^\alpha(y)| \, dy
\]

\[
\leq \int_0^\infty I_\alpha(\sqrt{xy}) e^{-y^{1/2} z^{1/2} /2} \sum_{n=0}^{\infty} |t|^n |L_n^\alpha(y)| \, dy
\]

\[
= (1 - |t|)^{-\alpha - 1} \int_0^\infty I_\alpha(\sqrt{xy}) e^{-y^{1/2} z^{1/2} /2 (1-t) -1} \, dy,
\]

where, in evaluating the sum, (4.20.1) has been used again. For \( |t| < \frac{1}{4} \), \( \alpha > -1 \) the last integral on the right converges, as can be verified by considering the asymptotic behavior of the function \( I_\alpha(x) \) for large and small \( x \) (see Chap. 5). Therefore the right-hand side of (4.20.2) is absolutely convergent, which guarantees the validity of reversing the order of summation and integration.\(^{41}\)

\(^{40}\) The first inequality follows from (4.17.2), the second from the power series expansions of the appropriate Bessel functions (see Chap. 5).

\(^{41}\) E. C. Titchmarsh, op. cit., p. 45.
We now set \( \sqrt{y} = u \) in the left-hand side of (4.20.2) and use formula (5.15.2). This gives
\[
(1 - t)^{-\alpha - 1} \int_{0}^{\infty} e^{-y(1 + 1/2(1 - t))} y^{\alpha/2} J_{\alpha}(\sqrt{xy}) \, dy
= 2(1 + t)^{-\alpha - 1} x^{\alpha/2} e^{-x(1 - t)/2(1 + t)} = 2x^{\alpha/2} e^{-x/2} \sum_{n=0}^{\infty} L_{n}^{\alpha}(x)(-t)^{n},
\]
for \(|t| < 1\).\(^{42}\) Thus, for all \(|t| < \frac{1}{2}\), we have the identity
\[
2e^{-x^{2}/2\alpha/2} \sum_{n=0}^{\infty} (-1)^{n} L_{n}^{\alpha}(x)t^{n} = \sum_{n=0}^{\infty} t^{n} \int_{0}^{\infty} e^{-y/2\alpha/2} J_{\alpha}(\sqrt{xy}) L_{n}^{\alpha}(y) \, dy,
\]
and then, comparing coefficients of identical powers of \(t\), we obtain the desired integral equation
\[
e^{-x^{2}/2\alpha/2} L_{n}^{\alpha}(x) = \frac{(-1)^{n}}{2} \int_{0}^{\infty} J_{\alpha}(\sqrt{xy}) e^{-y/2\alpha/2} L_{n}^{\alpha}(y) \, dy,
\]
\[\alpha > -1, \quad n = 0, 1, 2, \ldots\] (4.20.3)
For \(\alpha = \pm \frac{1}{2}\) this equation reduces to the corresponding integral equations (4.11.4–5) for the Hermite polynomials.

### 4.21. Orthogonality of the Laguerre Polynomials

We now prove one of the most important properties of the Laguerre polynomials, i.e., their orthogonality with weight \(e^{-x} x^{\alpha}\) on the interval \(0 \leq x < \infty\). Setting
\[
u_{n}(x) = e^{-x/2} x^{\alpha/2} L_{n}^{\alpha}(x)
\]
and recalling (4.18.9), we see that \(\nu_{n}(x)\) and \(\nu_{m}(x)\) satisfy the differential equations
\[
(x\nu_{n})' + \left( n + \frac{x + 1}{2} - \frac{x}{4} - \frac{\alpha^{2}}{4x} \right) \nu_{n} = 0,
\]
\[
(x\nu_{m})' + \left( m + \frac{x + 1}{2} - \frac{x}{4} - \frac{\alpha^{2}}{4x} \right) \nu_{m} = 0.
\]
Subtracting the second of these equations multiplied by \(\nu_{n}\) from the first multiplied by \(\nu_{m}\), and integrating from 0 to \(\infty\), we obtain
\[
x(\nu_{n}'\nu_{m} - \nu_{m}'\nu_{n})\bigg|_{0}^{\infty} + (n - m) \int_{0}^{\infty} \nu_{n}\nu_{m} \, dx = 0.
\]
\(^{42}\) For such \(t\),
\[
\Re \frac{1 + t}{1 - t} > 0,
\]
and hence the convergence condition is satisfied.
For $\alpha > -1$ the first term vanishes at both limits,\footnote{Substituting for $u_m$ and $u_n$, we easily verify that this term is $O(x^{1+\epsilon})$ as $x \to 0$.} and hence
\[
\int_0^{\infty} u_m(x)u_n(x)\,dx = 0 \quad \text{if} \quad m \neq n
\]
or
\[
\int_0^{\infty} e^{-x^\alpha}L_n^m(x)L_n^m(x)\,dx = 0 \quad \text{if} \quad m \neq n, \quad \alpha > -1. \quad (4.21.1)
\]

The value of the integral $(4.21.1)$ for $m = n$ can be found as follows: We replace the index $n$ by $n - 1$ in the recurrence relation $(4.18.1)$ and multiply the result by $L_n^m(x)$. Then from this equation we subtract $(4.18.1)$ multiplied by $L_{n-1}^m(x)$, obtaining
\[
n[L_n^m(x)]^2 - (n + \alpha)[L_{n-1}^m(x)]^2 - (n + 1)L_n^{m+1}(x)L_{n-1}^m(x)
+ 2L_n^m(x)L_{n-1}^m(x) + (n + \alpha - 1)L_n^m(x)L_{n-2}^m(x) = 0, \quad n = 2, 3, \ldots
\]

Multiplying this equation by $e^{-x^\alpha}$, integrating from 0 to $\infty$, and using the orthogonality property $(4.21.1)$, we find that
\[
n\int_0^{\infty} e^{-x^\alpha}[L_n^m(x)]^2\,dx = (n + \alpha)\int_0^{\infty} e^{-x^\alpha}[L_{n-1}^m(x)]^2\,dx, \quad n = 2, 3, \ldots
\]

Repeated application of this formula gives\footnote{Direct calculation shows that}
\[
\int_0^{\infty} e^{-x^\alpha}[L_n^m(x)]^2\,dx = \frac{(n + \alpha)(n + \alpha - 1)\cdots(n + 1)}{n(n - 1)\cdots3\cdot2} \int_0^{\infty} e^{-x^\alpha}[L_n^m(x)]^2\,dx
\]
\[
= \frac{\Gamma(n + \alpha + 1)}{n!}, \quad n = 2, 3, \ldots
\]

It follows by direct substitution that this formula is also valid for $n = 0, 1$, and hence
\[
\int_0^{\infty} e^{-x^\alpha}[L_n^m(x)]^2\,dx = \frac{\Gamma(n + \alpha + 1)}{n!}, \quad \alpha > -1, \quad n = 0, 1, 2, \ldots \quad (4.21.2)
\]

Obviously, the functions
\[
\varphi_n(x) = \left[\frac{n!}{\Gamma(n + \alpha + 1)}\right]^{1/2} e^{-x^\alpha/2}L_n^m(x), \quad n = 0, 1, 2, \ldots
\]
form an orthonormal system on the interval $0 \leq x < \infty$.

Formulas $(4.21.1–2)$ play an important role in the problem of expanding functions in series of Laguerre polynomials (see Sec. 4.23).
4.22. Asymptotic Representation of the Laguerre Polynomials for Large \( n \)

Like the other orthogonal polynomials, the Laguerre polynomials have a simple asymptotic representation which describes their behavior for large values of the degree \( n \). To obtain this representation, we write

\[
    u = e^{-x^2/2} L_n^\alpha(x),
\]

and note that \( u \) is the solution of the differential equation

\[
    xu'' + (\alpha + 1)u' + \left(n + \frac{\alpha + 1}{2}\right)u = \frac{xu}{4}
\]

which is analytic in a neighborhood of the point \( x = 0 \) and satisfies the initial condition

\[
    u(0) = L_n^\alpha(0) = \frac{\Gamma(n + \alpha + 1)}{n!\Gamma(\alpha + 1)}.
\]

The rest of the argument is somewhat dependent on whether \( \alpha \) is positive or negative, but since this difference is not of a fundamental nature, we will only consider the case \( \alpha \geq 0 \).

Regarding the right-hand side of (4.22.2) as a known function, we find that

\[
    u(x) = A_1 u_1(x) + A_2 u_2(x) + \frac{\pi}{4N} \int_0^x (Ny)^{\alpha+1} u(y)[u_1(y)u_2(x) - u_1(x)u_2(y)] \, dy,
\]

where

\[
    u_1(x) = (\sqrt{N}x)^{-\alpha} J_\alpha(2\sqrt{N}x), \quad u_2(x) = (\sqrt{N}x)^{-\alpha} Y_\alpha(2\sqrt{N}x),
\]

\[
    N = n + \frac{\alpha + 1}{2},
\]

and \( J_\alpha(x) \), \( Y_\alpha(x) \) are the Bessel functions of the first and second kinds, respectively (see Chap. 5).\(^{45}\) Taking account of the asymptotic behavior of the Bessel functions, described by formulas (5.16.1, 2), we find that as \( x \to 0 \),

\[
    u_1(x) \to \frac{1}{\Gamma(\alpha + 1)}, \quad u_2(x) \to \infty,
\]

---

\(^{45}\) Here \( u_1 \) and \( u_2 \) are a pair of linearly independent solutions of the homogenous equation

\[
    u'' + \frac{\alpha + 1}{x}u' + \frac{N}{x}u = 0,
\]

with Wronskian

\[
    W(u_1, u_2) = \frac{N}{\pi} (Nx)^{-\alpha - 1}.
\]

See equations (5.4.11–12) and (5.9.2)
while the integral is $O(x^3)$.\footnote{Except in the case $\alpha = 0$, where the integral is $O\left(x^2 \log \frac{1}{x}\right)$} Therefore the values of the constants of integration are

$$A_1 = \frac{\Gamma(n + \alpha + 1)}{n!}, \quad A_2 = 0, \quad (42.2.5)$$

and (42.2.4) can be written in the form

$$u(x) = A_1[u_1(x) + r_\alpha(x)], \quad (42.2.6)$$

where

$$r_\alpha(x) = \frac{\pi}{4A_1N} \int_0^x (Ny)^{\alpha + 1} u_2(y)[u_3(y)u_2(x) - u_2(x)u_3(y)] \, dy. \quad (42.2.7)$$

It will now be shown that for fixed $x > 0$ the size of the remainder in (42.2.6) is small compared to the first term. In proving this, we distinguish two cases: (a) $0 < x < N^{-1}$ and (b) $x > N^{-1}$. First we find an upper bound (denoted by $M_n$) for the absolute value of $|u(x)|$ in the interval $0 < x < N^{-1}$. According to Sec. 5.16, for $0 < x < N^{-1}$ we have

$$u_1(x) = O(1), \quad u_2(x) = \begin{cases} O(N^{-\alpha}x^{-\alpha}), & \alpha > 0, \\ O\left(\log \frac{1}{N^\alpha}\right), & \alpha = 0. \end{cases} \quad (42.2.8)$$

Therefore, if $\alpha > 0$, it follows from (42.2.4-5) that

$$|u(x)| \leq A_1O(1) + M_nN^{-1}\int_0^x (Ny)^{\alpha + 1}[O(N^{-\alpha}x^{-\alpha}) + O(N^{-\alpha}y^{-\alpha})] \, dy$$

$$= A_1O(1) + M_nx^\alpha O(1) = A_1O(1) + M_nO(N^{-\alpha}),$$

which implies that

$$M_n = A_1O(1) \quad (42.2.9)$$

for large $n$, a result which remains valid for $\alpha = 0$. Using (42.2.9), we find that

$$|r_\alpha(x)| \leq x^\alpha O(1) = O(N^{-\alpha}) \quad (42.2.10)$$

for $0 < x < N^{-1}, \alpha > 0$, whereas

$$|r_\alpha(x)| \leq x^2 \log (N^{-1}x^{-1})O(1) = O(N^{-2}) \quad (42.2.11)$$

for $0 < x < N^{-1}, \alpha = 0$.

To estimate $r_\alpha(x)$ for $x > N^{-1}$, we write (42.2.7) as a sum of integrals:

$$r_\alpha(x) = \frac{\pi}{4A_1N} \left[ \int_0^{1/N} \cdots + \int_{1/N}^x \cdots \right] = \mathcal{I}_1 + \mathcal{I}_2. \quad (42.2.12)$$

According to Sec. 5.16, in the interval $N^{-1} < x < \infty$ we have

$$u_1(x) = O(N^{-\frac{1}{2}\alpha}x^{-\frac{1}{2}\alpha} - \frac{1}{4}), \quad u_2(x) = O(N^{-\frac{1}{2}\alpha}x^{-\frac{1}{2}\alpha} - \frac{1}{4}). \quad (42.2.13)$$
Therefore, if \( \alpha > 0 \), we find as before that
\[
|\mathcal{I}_1| \leq N^{-1} \int_0^{1/N} (Ny)^{\alpha + 1/4} (N - \frac{1}{2} x - \frac{1}{4}) \left[ O(1) + O(N^{-\alpha} x^{-\alpha}) \right] dy
\]
\[
= N^{-2} O(N^{-\frac{1}{2} \alpha - \frac{1}{4}} x^{-\frac{1}{2} \alpha - \frac{1}{4}}),
\]
(4.22.14)
a result which remains valid for \( \alpha = 0 \), and moreover
\[
|\mathcal{I}_2| \leq (A_1 N)^{-1} O(N^{-\frac{1}{2} \alpha - \frac{1}{4}} x^{-\frac{1}{2} \alpha - \frac{1}{4}}) \int_1^{N\alpha} (Ny)^{\alpha + 1} |u(y)| |(Ny)(Ny)^{-\frac{1}{2} \alpha - \frac{1}{4}} dy
\]
\[
\leq A_1^{-1} N^{\frac{1}{2} \alpha + \frac{3}{4}} O(N^{-\frac{1}{2} \alpha - \frac{1}{4}} x^{-\frac{1}{2} \alpha - \frac{1}{4}}) \int_0^{\frac{1}{N}} y^{\frac{1}{2} \alpha + \frac{3}{4}} |u(y)| dy.
\]
Using Schwarz’s inequality and formula (4.21.2), we have
\[
\int_0^{\frac{1}{N}} y^{\frac{1}{2} \alpha + \frac{3}{4}} |u(y)| dy \leq \left[ \int_0^{\frac{1}{N}} y^{\alpha + \frac{1}{2}} dy \right]^{1/2} \left[ \int_0^{\frac{1}{N}} u^2(y) dy \right]^{1/2}
\]
\[
= A_1^{1/2} x^{\frac{1}{2} \alpha + \frac{3}{4}} (\alpha + \frac{3}{4})^{-1/2}.
\]
and hence
\[
|\mathcal{I}_2| \leq A_1^{-1/2} / 2^\alpha x^{\frac{1}{2} \alpha + \frac{3}{4}} O(N^{-\frac{1}{2} \alpha - \frac{1}{4}} x^{-\frac{1}{2} \alpha - \frac{1}{4}}),
\]
which becomes
\[
|\mathcal{I}_2| \leq N^{-1/4} x^{\frac{1}{2} \alpha + \frac{3}{4}} O(N^{-\frac{1}{2} \alpha - \frac{1}{4}} x^{-\frac{1}{2} \alpha - \frac{1}{4}})
\]
(4.22.15)
since \( A_1 = O(N^\alpha) \), according to (4.22.5). It follows from (4.22.12, 14, 15) that
\[
|r_n(x)| \leq O(N^{-\alpha - \frac{1}{2} \alpha - \frac{1}{4}} x^{-\frac{1}{2} \alpha - \frac{1}{4}}) [N^{-\frac{1}{2} \alpha + \frac{3}{4} + N^{-2}} O(1)].
\]
(4.22.16)
A comparison of (4.22.8) with (4.22.10–11), and of (4.22.13) with (4.22.16), shows that the size of the remainder term in (4.22.6) is small compared to \( u_1(x) \) for all \( 0 \leq x \leq a \) and arbitrary finite \( a > 0 \), provided that \( n \) is large. Therefore, finally, we have the asymptotic formula
\[
u(x) \approx A_1 u_1(x), \quad n \to \infty
\]
(4.22.17)
or
\[
L_n^\alpha(x) \approx \frac{\Gamma(n + \alpha + 1)}{n!} e^{x/2} (N x)^{-\alpha / 2} J_\alpha(2 \sqrt{N x}), \quad n \to \infty, \quad N = n + \frac{\alpha + 1}{2}.
\]
(4.22.18)
In the interval \( 0 < \delta \leq x \leq a \) we can replace the Bessel function by its asymptotic representation (5.16.1). This reduces (4.22.18) to the simpler form
\[
L_n^\alpha(x) \approx \pi^{-1/2} e^{x/2} n^{1/2} x^{-\alpha / 2} x^{-\frac{1}{2} \alpha - \frac{1}{4}} \cos \left(2 \sqrt{N x} - \frac{\alpha \pi}{2} - \frac{\pi}{4}\right), \quad n \to \infty.
\]
(4.22.19)
4.23. Expansion of Functions in Series of Laguerre Polynomials

One of the most important properties of the Laguerre polynomials is the fact that a real function \( f(x) \) defined in the infinite interval \((0, \infty)\) can be expanded in a series of the form

\[
f(x) = \sum_{n=0}^{\infty} c_n L_n^\alpha(x), \quad 0 < x < \infty,
\]

provided \( f(x) \) satisfies certain general conditions. The coefficients \( c_n \) can be determined formally by using the orthogonality property of the Laguerre polynomials (see Sec. 4.21). In fact, multiplying (4.23.1) by \( e^{-x} x^\alpha L_n^\alpha(x) \) and integrating term by term over the interval \((0, \infty)\), we find that

\[
c_n = \frac{n!}{\Gamma(n + \alpha + 1)} \int_0^\infty e^{-x} x^\alpha f(x) L_n^\alpha(x) \, dx.
\]

This expansion is valid if \( f(x) \) is piecewise smooth in every finite interval \([x_1, x_2]\) and suitably well-behaved near the points \( x = 0 \) and \( x = \infty \). In particular, we have

**Theorem 3.** If the real function \( f(x) \), defined in the infinite interval \((0, \infty)\), is piecewise smooth in every finite subinterval \([x_1, x_2]\), where \( 0 < x_1 < x_2 < \infty \), and if the integral

\[
\int_0^\infty e^{-x} x^\alpha f(x) \, dx
\]

is finite, then the series (4.23.1), with coefficients calculated from (4.23.2), converges to \( f(x) \) at every continuity point of \( f(x) \). At a discontinuity point, the series converges to

\[
\frac{1}{2} [f(x + 0) + f(x - 0)].
\]

Theorem 3 can be proved by a method similar to that used in proving the corresponding theorem for Hermite polynomials (Theorem 2, p. 71).\(^{47}\)

4.24. Examples of Expansions in Series of Laguerre Polynomials

In applying Theorem 3 to a given function \( f(x) \), we have to evaluate the integrals in (4.23.2). In most cases this can be done by replacing \( L_n^\alpha(x) \) by its explicit expression (4.17.1) or by the integral representation (4.19.3). It is

sometimes helpful to make use of the generating function (4.17.3). The following examples serve to illustrate the technique of expanding functions in series of Laguerre polynomials:

**Example 1.** The function

\[ f(x) = x^\nu \]

satisfies the conditions of Theorem 3 if \( \nu > -\frac{1}{2}(\alpha + 1) \), and we have

\[ x^\nu = \sum_{n=0}^{\infty} c_n L_n^\alpha(x), \]

where

\[ c_n = \frac{n!}{\Gamma(n + \alpha + 1)} \int_0^\infty x^n e^{-\nu x} L_n^\alpha(x) \, dx. \]

Substituting from (4.17.1) and integrating by parts \( n \) times, we find that

\[ c_n = \frac{1}{\Gamma(n + \alpha + 1)} \int_0^\infty x^n \frac{d^n}{dx^n} \left( e^{-\nu x} x^\alpha \right) \, dx \]

\[ = \frac{(-1)^n \nu \cdots (\nu - n + 1)}{\Gamma(n + \alpha + 1)} \int_0^\infty e^{-\nu x} x^\alpha \, dx \]

\[ = (-1)^n \frac{\Gamma(\nu + \alpha + 1) \Gamma(\nu + 1)}{\Gamma(n + \alpha + 1) + \Gamma(\nu - n + 1)}, \]

and hence

\[ x^\nu = \Gamma(\nu + \alpha + 1) \Gamma(\nu + 1) \sum_{n=0}^{\infty} \frac{(-1)^n L_n^\alpha(x)}{\Gamma(n + \alpha + 1) \Gamma(\nu - n + 1)} \]

\[ 0 < x < \infty, \quad \alpha > -1. \]  

(4.24.1)

In particular, if \( \nu \) is a positive integer \( p \), the series (4.24.1) terminates after a finite number of terms, and we have

\[ x^\nu = \Gamma(p + \alpha + 1) p! \sum_{n=0}^{p} \frac{(-1)^n L_n^\alpha(x)}{\Gamma(n + \alpha + 1)(p - n)!} \]

\[ 0 < x < \infty, \quad \alpha > -1, \quad p = 0, 1, 2, \ldots \]  

(4.24.2)

**Example 2.** The function

\[ f(x) = e^{-ax} \]

satisfies the conditions of Theorem 3 if \( a > -\frac{1}{2} \). In this case,

\[ e^{-ax} = \sum_{n=0}^{\infty} c_n L_n^\alpha(x), \]

\[ 0 < x < \infty, \quad \alpha > -1, \quad a > -\frac{1}{2}. \]
where
\[
c_n = \frac{n!}{\Gamma(n + \alpha + 1)} \int_0^{\infty} e^{-(a + 1)x} x^\alpha L_n^\alpha(x) \, dx
\]
\[
= \frac{1}{\Gamma(n + \alpha + 1)} \int_0^{\infty} e^{-ax} \frac{d^n}{dx^n} (e^{-x} x^n + x) \, dx
\]
\[
= \frac{a^n}{\Gamma(n + \alpha + 1)} \int_0^{\infty} e^{-(a + 1)x} x^n + x \, dx
\]
\[
= \frac{a^n}{(a + 1)^{n+\alpha+1}}, \quad n = 0, 1, 2, \ldots
\]

With these values of \(c_n\) we have
\[
e^{-ax} = (a + 1)^{-\alpha-1} \sum_{n=0}^{\infty} \left(\frac{a}{a + 1}\right)^n L^n_\alpha(x), \quad 0 \leq x < \infty. \quad (4.24.3)
\]

We get the same result by setting \(t = a/(a + 1)\) in the expansion (4.17.3) of the generating function.

**Example 3.** Consider the function
\[
f(x) = (ax)^{-\alpha/2} J_\alpha(2\sqrt{ax}), \quad x > 0, \quad a > 0, \quad \alpha > -1.
\]
In this case, the desired expansion is
\[
(ax)^{-\alpha/2} J_\alpha(2\sqrt{ax}) = \sum_{n=0}^{\infty} c_n L_n^\alpha(x),
\]

where
\[
c_n = \frac{n!}{\Gamma(n + \alpha + 1)} \int_0^{\infty} e^{-x} \left(\frac{x}{a}\right)^{\alpha/2} J_\alpha(2\sqrt{ax}) L_n^\alpha(x) \, dx.
\]

To evaluate the integral, we multiply the identity (4.17.3) by
\[
e^{-x} \left(\frac{x}{a}\right)^{\alpha/2} J_\alpha(2\sqrt{ax})
\]
and integrate with respect to \(x\) from 0 to \(\infty\). Then, assuming that |\(t\)| is sufficiently small, we obtain
\[
(1 - t)^{-\alpha-1} \int_0^{\infty} e^{-x(1-t)} \left(\frac{x}{a}\right)^{\alpha/2} J_\alpha(2\sqrt{ax}) \, dx = e^{-a(1-t)}
\]
\[
= e^{-t} \sum_{n=0}^{\infty} \frac{a^n}{n!} t^n = \sum_{n=0}^{\infty} t^n \int_0^{\infty} e^{-x} \left(\frac{x}{a}\right)^{\alpha/2} J_\alpha(2\sqrt{ax}) L_n^\alpha(x) \, dx,
\]
where we have used formula (5.15.2). Comparing coefficients of identical powers of \(t\), we find that
\[
c_n = \frac{e^{-\alpha} a^n}{\Gamma(n + \alpha + 1)}.
\]
and hence
\[ (ax)^{a/2}J_a(2\sqrt{ax}) = e^{-a} \sum_{n=0}^{\infty} \frac{a^n}{\Gamma(n + a + 1)} L_n(x), \quad (4.24.4) \]
\[ x > 0, \quad a > 0, \quad a > -1, \]

**Example 4.** If we multiply \((a + 1)^{a-1}\) and integrate with respect to \(a\) from 0 to \(\infty\), we obtain
\[
\int_0^\infty e^{-ax}(a + 1)^{a-1} \, da = \sum_{n=0}^{\infty} \frac{L_n(x)}{n + 1} \int_0^\infty \left(\frac{a}{a + 1}\right)^n \, da = \sum_{n=0}^{\infty} \frac{L_n(x)}{n + 1}
\]
The integral in the left-hand side can be expressed in terms of the complementary incomplete gamma function (see Problem 10, p. 15). This gives
\[ e^x x^{-a} \Gamma(x, x) = \sum_{n=0}^{\infty} \frac{L_n(x)}{n + 1}, \quad 0 < x < \infty, \quad a > -1, \quad (4.24.5) \]
which for \(a = 0\) reduces to
\[ -e^x Ei(-x) = e^x \Gamma(0, x) = \sum_{n=0}^{\infty} \frac{L_n(x)}{n + 1}, \quad 0 < x < \infty. \quad (4.24.6) \]

Some other expansions in series of Laguerre polynomials are given in Problems 19–20, p. 96.


As a curious example of the application of Laguerre polynomials, we consider the problem of propagation of electromagnetic waves along a transmission line of length \(l\). Suppose the line terminates at one end in a coil of inductance \(L_0\), while at the other end a source of constant d-c voltage \(V_0\) is suddenly switched on at time \(t = 0\) (see Figure 12). Let the instantaneous values of the voltage and current be denoted by \(V = V(x, t)\) and \(I = I(x, t)\), and let the inductance and capacitance per unit length of the line be denoted by \(L\) and \(C\). Then the problem reduces to the integration of the following system of linear differential equations,\(^49\)
\[ -\frac{\partial V}{\partial x} = L \frac{\partial I}{\partial t}, \quad -\frac{\partial I}{\partial x} = C \frac{\partial V}{\partial t}, \quad (4.25.1) \]

subject to the initial conditions
\[ V|_{t=0} = I|_{t=0} = 0 \quad (4.25.2) \]
and boundary conditions
\[ V|_{x=0} = V_0, \quad V|_{x=1} = L_0 \frac{\partial I}{\partial t} \bigg|_{x=1}. \quad (4.25.3) \]

To solve these equations, we use the method of the Laplace transform (see Secs. 2.6, 8), which converts (4.25.1) into a pair of ordinary differential equations. As usual, let \( f \) denote the Laplace transform of the function \( f \):
\[ f = \int_0^\infty e^{-st} f(t) \, dt. \quad (4.25.4) \]
Then (4.25.1) goes into
\[ -\frac{dV}{dx} = LpI, \quad -\frac{dI}{dx} = CpV, \]
and eliminating \( I \), we obtain a second-order differential equation
\[ \frac{d^2V}{dx^2} - LCp^2V = 0, \quad (4.25.5) \]
subject to the boundary conditions
\[ V|_{x=0} = \frac{V_0}{p}, \quad \frac{dV}{dx} + \frac{L}{L_0} V|_{x=1} = 0. \quad (4.25.6) \]
It follows from (4.25.5) and (4.25.6) that
\[ V = \frac{V_0}{p} \frac{\cosh \frac{p}{v} (1 - x)}{\cosh \frac{p}{v} l + \frac{Z}{L_0 p} \sinh \frac{p}{v} (l - x)} \quad (4.25.7) \]
where \( v = 1/\sqrt{LC} \) is the velocity of wave propagation along the line, and \( Z = \sqrt{LC} \) is the characteristic impedance.50

We now return to the original function \( V \) by using the Fourier-Mellin inversion theorem (cf. p. 25)
\[ V = \frac{1}{2\pi i} \int_\Lambda e^{pt} V \, dp, \quad (4.25.8) \]
where the integral is along a line \( \Lambda \) parallel to the imaginary axis and to the right of the origin. Being primarily interested in the voltage at the end of the line, we set \( x = 1 \) in (4.25.7–8). Then
\[ \frac{1}{V_0} V|_{x=1} = \frac{1}{2\pi i} \int_\Lambda p e^{pt} \cosh pt + \alpha \sinh pt \, dp, \quad (4.25.9) \]

50 S. Ramo and J. R. Whinnery, op. cit., p. 27.
where \( \alpha = Z/L_{\text{a}} \), and \( T = l/v \) is the time it takes the wave to go from one end of the line to the other. To obtain the answer in a form which has a simple physical interpretation, we expand \( V|_{x=l} \) in powers of \( e^{-2\varphi T} \) and integrate term by term. This gives

\[
\frac{1}{2V_0} V|_{x=l} = \sum_{n=0}^{\infty} (-1)^n \frac{1}{2\pi i} \int_{\Lambda} \left( \frac{p - \alpha}{p + \alpha} \right)^n e^{p[i(-(2n+1)T)]} \frac{dp}{p + \alpha},
\]

or, if we introduce the new variable of integration \( q = (p + \alpha)/2\alpha \),

\[
\frac{1}{2V_0} V|_{x=l} = \sum_{n=0}^{\infty} (-1)^n e^{-n[(2n+1)T]} \frac{1}{2\pi i} \int_{\Lambda'} \left( 1 - \frac{1}{q} \right)^n e^{2\varphi [1-(2n+1)T]} \frac{dq}{q},
\]

(4.25.10)

where \( \Lambda' \) is a line parallel to and to the right of \( \Lambda \).

The evaluation of the integral in (4.25.10)

\[
F(\tau) = \frac{1}{2\pi i} \int_{\Lambda'} \left( 1 - \frac{1}{q} \right)^n \frac{e^{\varphi q}}{q} dq
\]

(4.25.11)

is accomplished by using residue theory applied to the closed contour consisting of \( \Lambda' \) and the arc of the circle \( |q| = R \) (where \( R \) is arbitrarily large) lying to the left of \( \Lambda' \) if \( \tau > 0 \) or to the right of \( \Lambda' \) if \( \tau < 0 \). In the first case, we have

\[
F(\tau) = \frac{1}{n!} \left[ \frac{d^n}{dq^n} \left( (q - 1)e^{\varphi q} \right) \right]_{q=0} = \frac{\varphi^n}{n!} \left[ \frac{d^n}{dy^n} \left( ye^{-y} \right) \right]_{y=\tau} = L_n(\tau),
\]

(4.25.12)

where \( L_n(\tau) \) is the \( n \)th Laguerre polynomial (see Sec. 4.17), while in the second case \( F(\tau) = 0 \). Substituting (4.25.12) into (4.5.10), we find that \( V|_{x=l} = 0 \) for \( 0 \leq t < T \), and

\[
\frac{1}{2V_0} V|_{x=l} = \sum_{n=0}^{N-1} (-1)^n e^{-n[(2n+1)T]} L_n(2\alpha[t-(2n+1)T])
\]

(4.25.13)

for

\[
(2N - 1)T < t < (2n + 1)T, \quad N = 1, 2, \ldots
\]

Formula (4.25.13) represents the solution in closed form, and the appearance of new terms at intervals of \( 2T \) seconds corresponds to the arrival of additional reflected waves at the point \( x = l \).

This method is applicable to transmission lines terminated by loads of other kinds, and in many other cases the answer can also be expressed in terms of Laguerre polynomials.

**PROBLEMS**

1. Show that all the roots of the equation \( P_n(x) = 0 \) are real and lie in the interval \((-1, 1)\).

   *Hint.* Use Rolle’s theorem.

2. Show that all the roots of the equation \( H_n(x) = 0 \) are real.
3. Prove the inequality\[1 - x^2]^{1/4} |P_n(x)| < \left(\frac{2}{\pi n} \right)^{1/2}, \quad -1 \leq x \leq 1, \quad n = 1, 2, \ldots\]

4. Using the expansions (4.9.2) and (4.17.2), prove Uspensky's formula
\[L_n(x) = \frac{(-1)^n \Gamma(n + \alpha + 1)}{\sqrt{\pi} \Gamma(\alpha + 1)(2n)!} \int_{-1}^1 (1 - t^2)^n x^{-\alpha} H_{2n}(\sqrt{x}t) \, dt, \quad \alpha > -\frac{1}{2},\]
which expresses the Laguerre polynomials in terms of the Hermite polynomials.

5. Prove Koshlyakov's formula\[52\]
\[L_{n+\beta}(x) = \frac{\Gamma(n + \alpha + \beta + 1)}{\Gamma(\beta) \Gamma(n + \alpha + 1)} \int_0^1 t^n (1 - t)^{\beta - 1} L_n(x t) \, dt, \quad a > -1, \quad \beta > 0.\]

**Hint.** Replace the Laguerre polynomial \(L_n(x)\) by its expansion (4.17.2), and integrate term by term.

**Comment.** For \(\alpha = -\frac{1}{2}, \beta = \alpha + \frac{1}{2}\), Koshlyakov's formula reduces to Uspensky's formula.

6. In many cases, the evaluation of integrals of the form
\[\int_{-\infty}^\infty e^{-x^2} f(x) H_n(x) \, dx\]
can be accomplished by the following device: Multiply equation (4.9.6) by \(f(x)\), integrate from \(-\infty\) to \(\infty\), and evaluate the integral in the left-hand side, calling the result \(\varphi(t)\). Then expand \(\varphi(t)\) in powers of \(t\) and equate coefficients of identical powers of \(t\) in both sides of the equation so obtained. Applying this method, show that
\[\int_{-\infty}^\infty e^{-x^2} H_n^2(x) \, dx = 2^n n! \sqrt{\pi},\]
\[\int_{-\infty}^\infty e^{-x^2} H_n'(x) x^2 \, dx = 2^n n! \sqrt{\pi} (n + \frac{1}{2}),\]
\[\int_{-\infty}^\infty e^{-x^2} H_n''(x) \, dx = 2^{n-1} \Gamma(n + \frac{1}{2}).\]

7. Prove that
\[\int_{-\infty}^\infty e^{-x^2} x^2 H_{2n}(x) \, dx = \frac{(2n)! \sqrt{\pi}}{n!^2} \left(1 - \frac{a^2}{a^2} \right)^n, \quad \text{Re} \ a^2 > 0, \ n = 0, 1, 2, \ldots,\]
\[\int_{-\infty}^\infty e^{-x^2} H_{2n}^2(x) H_{2m}(x) \, dx = \frac{2^{p+q} (2n)! (p)! (q)! \sqrt{\pi}}{(p-n)! (n)! (m)!}, \quad p = 0, 1, 2, \ldots, \ n = 0, 1, 2, \ldots, p.\]

**Hint.** To derive the second formula, use the method of Problem 6.

---


8. Prove that
\[ \frac{1}{2^n n!} \int_{-\infty}^{\infty} \frac{H_n(x)^2}{1 + x^2} e^{-x^2} \, dx = \int_{-\infty}^{\infty} \left( \frac{1 - x^2}{1 + x^2} \right)^n e^{-x^2} \, dx, \quad n = 0, 1, 2, \ldots \]

_Hint._ Use the method of Problem 6.

_Comment._ This formula was used in the proof of Theorem 2, p. 71.

9. Derive the integral representation
\[ e^{-x^2} L_n(x) = \frac{1}{2^{n-1} n! \sqrt{\pi}} \int_{0}^{\infty} e^{-t^2} H_n^2(t) \cos(\sqrt{2}xt) \, dt. \]

_Hint._ To calculate the integral on the right, use the method of Problem 6.

10. Derive the formula
\[ e^{-x^2} H_n^2(x) = \frac{2^n n!}{\sqrt{\pi}} \int_{0}^{\infty} e^{-t^2/4} L_n \left( \frac{t^2}{2} \right) \cos sx \, ds. \]

_Hint._ Use the result of Problem 9 and the Fourier integral theorem.\(^{53}\)

11. Derive the following integral equation for the square of the Hermite polynomial of odd index:
\[ \frac{e^{-x^2} H_{n+1}^2(\sqrt{x})}{\sqrt{x}} = \int_{0}^{\infty} J_1(2\sqrt{xy}) \frac{e^{-y^2} H_{2n+1}^2(\sqrt{y})}{\sqrt{y}} \, dy. \]

_Hint._ To calculate the integral on the right, use the method of Problem 6.

12. Derive the following integral equation for the square of the Laguerre polynomial:
\[ e^{-x^n} [L_n(x)]^2 \int_{0}^{\infty} J_{2n}(2\sqrt{xy}) e^{-y^n} [L_n(y)]^2 \, dy, \quad n > -\frac{1}{2}. \]

_Comment._ The result of the preceding problem is a special case of this formula.

13. Prove the expansions
\[ e^x \cos 2xt = \sum_{n=0}^{\infty} \frac{(-1)^n H_{2n}(x)}{(2n)!} t^{2n}, \quad |t| < \infty, \]
\[ e^x \sin 2xt = \sum_{n=0}^{\infty} \frac{(-1)^n H_{2n+1}(x)}{(2n+1)!} 2^{n+1} t^{2n+1}, \quad |t| < \infty. \]

_Comment._ The expressions on the left in these formulas can be regarded as generating functions for the even and odd Hermite polynomials, respectively.

14. Verify the following expansions in Hermite polynomials (cf. Secs. 2.1.3):
\[ e^{x^2} (1 - \Phi^2(x)) = 4 \sum_{n=0}^{\infty} \frac{(-1)^n}{2^{2n+1} n!} H_{2n}(x) \frac{1}{2n + 1}, \]
\[ F(x) = \sqrt{\frac{x}{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n}{2^{2n+1} \Gamma(n + \frac{3}{2})} H_{2n+1}(x). \]

---

\(^{53}\) G. P. Tolstov, _op. cit._, p. 190.
15. Derive the following expansion of the square of a Hermite polynomial in a series of Hermite polynomials:

$$H_n^2(x) = 2^n(p!)^2 \sum_{n=0}^{\infty} \frac{H_{2n}(x)}{2^n(n!)^2(p-n)!} \quad p = 0, 1, 2, \ldots$$

*Hint.* Use the result of Problem 7.

16. Derive the following expansion of a product of Hermite polynomials with different indices in a series of Hermite polynomials:

$$H_p(x)H_{p+r}(x) = 2^p(p+r)! \sum_{n=0}^{\infty} \frac{H_{2n}(x)}{2^n(n+r)!(p-n)!} \quad p, r = 0, 1, 2, \ldots$$

*Hint.* For $r = 1$ the required result is obtained by differentiating the formula found in the preceding problem. The general case can be obtained by using mathematical induction.

*Comment.* This expansion can be written in the symmetric form

$$H_p(x)H_q(x) = p!q! \sum_{n=0}^{\min(p,q)} \frac{2^n H_{p+q-2n}(x)}{n!(p-n)!(q-n)!} \quad p, q = 0, 1, 2, \ldots$$

17. Using the generating function (4.9.3), prove the following *addition theorem* for the Hermite polynomials:

$$H_p(x \cos \alpha + y \sin \alpha) = \sum_{n=0}^{\infty} \frac{H_n(x)H_{p-n}(y)}{n!(p-n)!} \cos^n \alpha \sin^{p-n} \alpha.$$ 

18. Prove the formula

$$L_p(x^2 + y^2) = \frac{(-1)^p}{2^p} \sum_{n=0}^{p} \frac{H_n(x)H_{2p-n}(y)}{n!(p-n)!} \quad p = 0, 1, 2, \ldots$$

*Hint.* Use the expansion (4.17.3).

19. Derive the following expansion of the incomplete gamma function (see Problem 10, p. 15) in a series of Laguerre polynomials:

$$x^{-\alpha}(s, x) = \sum_{n=0}^{\infty} \frac{L_n^\alpha(x)}{x^{n+\alpha}(n+\alpha)} \quad 0 < x < \infty, \quad \alpha > 0.$$

20. Derive the expansions

$$L_p^{x+s}(x + y) = \sum_{n=0}^{\infty} L_n(x) L_n^x(y), \quad p = 0, 1, 2, \ldots,$$

$$L_p^{x}(x) = \sum_{n=0}^{\infty} \frac{\Gamma(\beta + \alpha + p - n)}{(p-n)!\Gamma(\beta)} L_n^\alpha(x), \quad p = 0, 1, 2, \ldots$$

*Hint.* Use the generating function (4.17.3).

21. The *Jacobi polynomials* $P_n^{\alpha, \beta}(x)$ are defined by the formula

$$P_n^{\alpha, \beta}(x) = \frac{(-1)^n}{2^n n!} (1 - x)^{-\alpha}(1 + x)^{-\beta} \frac{d^n}{dx^n} [(1 - x)^{\alpha}(1 + x)^{\beta}].$$

$$\alpha > -1, \quad \beta > -1, \quad n = 0, 1, 2, \ldots$$
Using the methods of this chapter, show that the Jacobi polynomials have the following properties:

(a) The function \( u = P_n^{a,b}(x) \) satisfies the differential equation
\[
(1 - x^2)u'' + \left( a - x - (a + b + 2)x \right) u' + n(n + a + b + 1)u = 0;
\]

(b) The polynomials \( P_n^{a,b}(x) \) are orthogonal with weight
\[
\varphi(x) = (1 - x)^a(1 + x)^b
\]
on the interval \([-1, 1]\);

(c) The polynomials \( P_n^{a,b}(x) \) are the expansion coefficients of the generating function
\[
w(x, t) = 2^{a+b} R^{-1} (1 - t + R)^{-a}(1 + t + R)^{-b} \sum_{n=0}^{\infty} P_n^{a,b}(x)t^n, \quad |t| < r,
\]
where \( R = (1 - 2xt + t^2)^{-1/2} \), and \( r \) is given by formula (4.2.4).

22. The Chebyshev polynomials\(^{64}\) are defined by the formula
\[
T_n(x) = \cos(n \text{ arc cos } x), \quad n = 0, 1, 2, \ldots
\]
Show that the Chebyshev polynomials have the following properties:

(a) The function \( u = T_n(x) \) satisfies the differential equation
\[
(1 - x^2)u'' - xu' + n^2u = 0;
\]

(b) The polynomials \( T_n(x) \) are orthogonal with weight
\[
\varphi(x) = (1 - x^2)^{-1/2}
\]
on the interval \([-1, 1]\);

(c) The polynomials \( T_n(x) \) are the expansion coefficients of the generating function
\[
w(x, t) = \frac{1}{1 - 2xt + t^2} = T_0(x) + 2 \sum_{n=1}^{\infty} T_n(x)t^n, \quad |t| < r,
\]
where \( r \) is again given by (4.2.4).

Comment. The Chebyshev polynomials play an important role in the theory of approximation.

\(^{64}\) Sometimes transliterated as the "Tchebichef polynomials", as in G. Szegö, op. cit., and in the Bateman Manuscript Project, Higher Transcendental Functions, Vol. 2, Chap. 10. We refer the reader to these sources for further information on the Jacobi and Chebyshev polynomials.
5

CYLINDER FUNCTIONS: THEORY

5.1. Introductory Remarks

By a cylinder function we mean a solution of the second-order linear differential equation

\[ u'' + \frac{1}{z} u' + \left(1 - \frac{\nu^2}{z^2}\right) u = 0, \quad (5.1.1) \]

where \( z \) is a complex variable and \( \nu \) is a parameter which can take arbitrary real or complex values. Equation (5.1.1), called Bessel’s equation of order \( \nu \), is encountered in studying the boundary value problems of potential theory for cylindrical domains (see Sec. 6.3), which explains the origin of the term cylinder function. Certain special kinds of cylinder functions are known in the literature as Bessel functions, and this term is sometimes applied to the whole class of cylinder functions.

The cylinder functions, with their manifold applications, have been studied in great detail, and extensive tables of such functions are available. These functions are among the most important special functions, with very diverse applications to physics, engineering and mathematical analysis itself, ranging from abstract number theory and theoretical astronomy to concrete problems of physics and engineering. Some of these applications, mainly from the field of mathematical physics, will be considered in Chapter 6. The present chapter is devoted to a brief exposition of the elementary theory of cylinder functions. The reader who wishes to go further in his study of these functions should consult the special literature devoted to the subject (see the Bibliography on p. 300), notably the classic treatise by Watson,¹ to which we will make frequent reference.

5.2. Bessel Functions of Nonnegative Integral Order

In many applied problems, one need only consider a special class of cylinder functions, corresponding to the case where the parameter \( \nu \) in equation (5.1.1) is a nonnegative integer \( n \). This case is much simpler than the case of arbitrary \( \nu \), and will serve to introduce the general theory.

We begin by showing that one of the solutions of Bessel’s equation

\[
\frac{u''}{z} + \frac{1}{z} u' + \left( 1 - \frac{n^2}{z^2} \right) u = 0, \quad n = 0, 1, 2, \ldots
\]  

(5.2.1)

is the function \( u_1 = J_n(z) \), known as the Bessel function of the first kind of order \( n \), and defined for arbitrary \( z \) by the series

\[
J_n(z) = \sum_{k=0}^{\infty} \frac{(-1)^k (z/2)^{n+2k}}{k!(n+k)!}, \quad |z| < \infty.
\]  

(5.2.2)

Using the ratio test, we easily verify that this series converges in the whole complex plane, and hence represents an entire function of \( z \). Suppose we denote the left-hand side of (5.2.1) by \( l(u) \), and introduce the abbreviated notation

\[
\alpha_k = \frac{(-1)^k}{2^{n+2k}k!(n+k)!}
\]

for the coefficients of the series (5.2.2). Then we have

\[
l(u_1) = \sum_{k=0}^{\infty} \left[ (n+2k)(n+2k-1) + (n+2k) - n^2 \alpha_k z^{n+2k-2} + \sum_{k=0}^{m} \alpha_k z^{n+2k} \right]
\]

\[
= \sum_{k=1}^{m} 4\alpha_k (n+k)z^{n+2k-2} + \sum_{k=0}^{m} \alpha_k z^{n+2k}
\]

\[
= \sum_{k=0}^{m} \left[ 4\alpha_{k+1} (k+1)(n+k+1) + \alpha_k z^{n+2k} \right],
\]

and therefore \( l(u_1) = 0 \), since the expression in brackets vanishes. Thus \( J_n(z) \) satisfies Bessel’s equation (5.2.1), i.e., \( J_n(z) \) is a cylinder function. The simplest functions of this kind are the Bessel functions of orders zero and one:

\[
J_0(z) = 1 - \frac{(z/2)^2}{(1!)^2} + \frac{(z/2)^4}{(2!)^2} - \frac{(z/2)^6}{(3!)^2} + \cdots,
\]

\[
J_1(z) = z \left[ 1 - \frac{(z/2)^2}{1!2!} + \frac{(z/2)^4}{2!3!} - \frac{(z/2)^6}{3!4!} + \cdots \right].
\]  

(5.2.3)

We now show that the Bessel functions of higher order can be expressed in terms of the two functions \( J_0(z) \) and \( J_1(z) \). Assuming that \( n \) is a positive
integer, we multiply the series (5.2.2) by \( z^n \) and then differentiate with respect to \( z \). This gives

\[
\frac{d}{dz} \left[ z^n J_n(z) \right] = \sum_{k=0}^{\infty} \frac{(-1)^k (2n + 2k)}{2^{n+k}k!(n+k)!} z^{2n + 2k - 1}
\]

\[
= z^n \sum_{k=0}^{\infty} \frac{(-1)^k}{k!(n-1+k)} \left( \frac{z}{2} \right)^{n-1+2k} = z^n J_{n-1}(z),
\]

or

\[
\frac{d}{dz} \left[ z^n J_n(z) \right] = z^n J_{n-1}(z), \quad n = 1, 2, \ldots \tag{5.2.4}
\]

Similarly, multiplying (5.2.2) by \( z^{-n} \), we find that

\[
\frac{d}{dz} \left[ z^{-n} J_n(z) \right] = -z^{-n} J_{n+1}(z), \quad n = 0, 1, 2, \ldots \tag{5.2.5}
\]

Performing the differentiation in (5.2.4–5) and dividing by the factors \( z^{\pm n} \), we arrive at the formulas

\[
J_n(z) + \frac{n}{z} J_n(z) = J_{n-1}(z), \quad J_n(z) - \frac{n}{z} J_n(z) = -J_{n+1}(z), \tag{5.2.6}
\]

which immediately imply the following recurrence relations satisfied by the Bessel functions:

\[
J_{n-1}(z) + J_{n+1}(z) = \frac{2n}{z} J_n(z), \quad n = 1, 2, \ldots \tag{5.2.7}
\]

\[
J_{n-1}(z) - J_{n+1}(z) = 2J_n(z), \quad n = 1, 2, \ldots \tag{5.2.8}
\]

Repeated application of (5.2.7) allows us to express a Bessel function of arbitrary order \( \nu = n \), \( n = 0, 1, 2, \ldots \) in terms of \( J_0(z) \) and \( J_1(z) \), thereby greatly simplifying the effort needed to calculate tables of Bessel functions. Formula (5.2.8) allows us to express derivatives of Bessel functions in terms of other Bessel functions. For \( n = 0 \), (5.2.8) should be replaced by

\[
J_0(z) = -J_1(z) \tag{5.2.9}
\]

[in keeping with (5.2.5)], which is an immediate consequence of the formulas (5.2.3).

The Bessel functions of the first kind \( J_n(z) \) are simply related to the coefficients of the Laurent expansion of the function\(^2\)

\[
w(z, t) = e^{i\frac{2\pi}{\nu}(t^{-1} - 1)} = \sum_{n = -\infty}^{\infty} c_n(z)t^n, \quad 0 < |t| < \infty. \tag{5.2.10}
\]

\(^2\) Regarded as a function of \( t \), \( w(z, t) \) is analytic in the annulus \( 0 < \delta \leq t \leq A < \infty \), and therefore this expansion exists.
To calculate the coefficients $c_n(z)$, we multiply the power series
\[
e^{z/2} = 1 + \frac{(z/2)}{1!} t + \frac{(z/2)^2}{2!} t^2 + \cdots,
\]
\[
e^{-z/2} = 1 - \frac{(z/2)}{1!} t + \frac{(z/2)^2}{2!} t^2 + \cdots,
\]
and then combine terms containing identical powers of $t$. As a result, we obtain
\[
c_n(z) = J_n(z), \quad n = 0, 1, 2, \ldots,
\]
\[
c_n(z) = (-1)^n J_n(z), \quad n = -1, -2, \ldots,
\]
(5.2.11)
which implies
\[
w(z, t) = e^{\frac{1}{2} t} (1 - t^{-n}) = J_0(z) + \sum_{n=1}^{\infty} J_n(z) [t^n + (-1)^n t^{-n}], \quad 0 < |t| < \infty.
\]
(5.2.12)
The function $w(z, t)$ is called the generating function of the Bessel functions of integral order, and formula (5.2.12) plays an important role in the theory of these functions.

To find a general solution of Bessel's equation (5.2.1), thereby obtaining an arbitrary cylinder function of integral order $\nu = n \ (n = 0, 1, 2, \ldots)$, we must construct a second solution of (5.2.1) which is linearly independent of $J_n(z)$. For such a solution we choose $u_0 = Y_n(z)$, called the Bessel function of the second kind, which will be defined in Sec. 5.4. It will be shown in Sec. 5.5 that this definition leads to the series expansion
\[
Y_n(z) = \frac{2}{\pi} J_n(z) \log \frac{z}{2} - \frac{1}{\pi} \sum_{k=0}^{\infty} \left[ (n + k - 1)! \left( \frac{z}{2} \right)^{2k-n} - \frac{1}{n-k} (z/2)^{n-k} \right] \psi(k + 1) + \psi(k + n + 1),
\]
(5.2.13)
where
\[
\psi(m + 1) = -\gamma + 1 + \frac{1}{2} + \ldots + \frac{1}{m}, \quad \psi(1) = -\gamma,
\]
$\gamma$ is Euler's constant (see Sec. 1.3), and in the case $n = 0$, the first sum in (5.2.13) should be set equal to zero. The function $Y_n(z)$ is analytic in the complex plane cut along the segment $[-\infty, 0]$, and becomes infinite as $z \to 0$. Thus, the general expression for the cylinder function of order $\nu = n$ is a linear combination of Bessel functions of the first and second kinds, i.e.,
\[
u = Z_n(z) = AJ_n(z) + BY_n(z), \quad n = 0, 1, 2, \ldots,
\]
(5.2.14)
where $A$ and $B$ are constants.
5.3. Bessel Functions of Arbitrary Order

The Bessel functions considered in the preceding section are a special case of the more general Bessel functions of the first kind of arbitrary order $\nu$. To define these functions, consider the series
\[
\sum_{k=0}^{\infty} \frac{(-1)^k (\nu/2)^{\nu+2k}}{\Gamma(k+1)\Gamma(k+\nu+1)},
\]
where $z$ is a complex variable belonging to the plane cut along the segment $[-\infty, 0]$, and $\nu$ is a parameter which can take arbitrary real or complex values. It is easily seen that (5.3.1) converges for all $z$ and $\nu$, and that the convergence is uniform in each variable in the region $|z| \leq R$, $|\nu| \leq N$ (where $R$ and $N$ are arbitrarily large). This follows from the fact that starting from some sufficiently large $k$, the ratio of the absolute value of the $(k+1)$th term to that of the $k$th term equals
\[
\frac{|z|^2}{4(k+1)(k+1+\nu)} \leq \frac{R^2}{4(k+1)(k+1+N)},
\]
where the right-hand side is positive, independent of $z$ and $\nu$, and approaches zero as $k \to \infty$. Since the terms of (5.3.1) are analytic functions of $z$ in the plane cut along $[-\infty, 0]$, the sum of the series is an analytic function of $z$ in the same region. We call this function the Bessel function of the first kind of order $\nu$, and denote it by $J_\nu(z)$, i.e.,
\[
J_\nu(z) = \sum_{k=0}^{\infty} \frac{(-1)^k (\nu/2)^{\nu+2k}}{\Gamma(k+1)\Gamma(k+\nu+1)}, \quad |z| < \infty, \quad |\arg z| < \pi.
\]

To show that the function (5.3.2) satisfies Bessel’s equation with parameter $\nu$, we write
\[
l(u) \equiv u'' + \frac{1}{z} u' + \left(1 - \frac{\nu^2}{z^2}\right) u = 0, \quad u_1 = J_\nu(z),
\]
and repeat the derivation given in Sec. 5.2, obtaining
\[
l(u_1) = \sum_{k=0}^{\infty} \left[4\sigma_{k+1}(k+1)(k+\nu+1) + \alpha_k\right] z^{\nu+2k},
\]

---

3 In general, the condition imposed on $z$ is necessary for the function $z^\nu$ to be single-valued, but can be omitted if $\nu$ is an integer.

4 A series of functions
\[
\sum_{k=0}^{\infty} u_k(z)
\]
converges uniformly in a domain $D$ if
\[
\left|\frac{u_{k+1}(z)}{u_k(z)}\right| \leq q < 1
\]
for all $z$ in $D$ and $k \geq M$, where $q$ is independent of $z$. See E. C. Titchmarsh, op. cit., p. 4.

5 Recall that a uniformly convergent series of analytic functions can be differentiated term by term.
where
\[ a_k = \frac{(-1)^k}{2^{\nu + 2k} \Gamma(k + 1) \Gamma(k + \nu + 1)}. \]

Using (1.2.1), we see at once that \( I(u_1) \equiv 0 \).

Since for fixed \( z \) in the plane cut along the segment \([-\infty, 0] \), the terms of the series (5.3.2) are analytic functions of the variable \( \nu \) (see Sec. 1.1), the fact that (5.3.2) is uniformly convergent implies that the Bessel function of the first kind is an entire function of its order \( \nu \). For integral \( \nu = n \) (\( n = 0, 1, 2, \ldots \)), \( \Gamma(k + \nu + 1) = (n + k)! \) and (5.3.2) reduces to (5.2.2). Therefore the functions defined in this section are the natural generalizations of those studied in the preceding section. For negative integral \( \nu = -n \) (\( n = 1, 2, \ldots \)), the first \( n \) terms of the series (5.3.2) vanish (see Sec. 1.2), and the series becomes
\[ J_{-n}(z) = \sum_{k = 0}^{\infty} \frac{(-1)^k (z/2)^{n-2k}}{k!(n+k)!} = \sum_{k = 0}^{\infty} \frac{(-1)^k (z/2)^{n+2k}}{(n+k)!(n+s)!}, \]
and hence
\[ J_{-n}(z) = (-1)^n J_n(z), \quad n = 1, 2, \ldots \] (5.3.3)

Thus, the Bessel functions of negative integral order differ only by sign from the corresponding functions of positive integral order. It follows that the expansion (5.2.12) can be written in the form
\[ w(z, t) = e^{(i\pi t - t^{-1})} = \sum_{n = -\infty}^{\infty} J_n(z) t^n. \] (5.3.4)

Many of the formulas derived earlier for Bessel functions of nonnegative integral order remain the same for Bessel functions of arbitrary order. For example,
\[ \frac{d}{dz} [z^n J_n(z)] = z^n J_{n-1}(z), \quad \frac{d}{dz} [z^{-n} J_n(z)] = -z^{-n} J_{n+1}(z), \] (5.3.5)
\[ J_{-n}(z) + J_{n+1}(z) = \frac{2}{z} J_n(z), \quad J_{-n}(z) - J_{n+1}(z) = 2J_n(z), \] (5.3.6)
generalize formulas (5.2.4–5, 7–8), and are proved in exactly the same way. We also have
\[ \left( \frac{d}{dz} \right)^m [z^n J_n(z)] = z^{n-m} J_{n-m}(z), \] (5.3.7)
\[ \left( \frac{d}{dz} \right)^m [z^{-n} J_n(z)] = (-1)^m z^{-n} J_{n+m}(z), \]
which are proved by repeated application of (5.3.6).
5.4. General Cylinder Functions. Bessel Functions of the Second Kind

By definition, a cylinder function is an arbitrary solution of the second-order linear differential equation

\[ k(u) = u'' + \frac{1}{z} u' + \left(1 - \frac{\nu^2}{z^2}\right)u = 0, \]  

(5.4.1)

and hence has the general form

\[ u = Z_\nu(z) = C_1 u_1(z) + C_2 u_2(z), \]  

(5.4.2)

where \( u_1 \) and \( u_2 \) are arbitrary linearly independent solutions of (5.4.1), and \( C_1, C_2 \) are constants which, in general, are arbitrary functions of the parameter \( \nu \). It is easy to obtain an expression for the general cylinder function in the case where \( \nu \) is not an integer. In fact, choosing \( u_1 = J_\nu(z) \), where \( J_\nu(z) \) is the Bessel function defined in Sec. 5.3, we take the second function to be \( u_2 = J_{-\nu}(z) \), which is also a solution of (5.4.1), since (5.4.1) does not change if \( \nu \) is replaced by \(-\nu\). For nonintegral \( \nu \), the asymptotic behavior of these solutions as \( z \to 0 \) is given by

\[ u_1 \approx \frac{z^\nu}{\Gamma(1 + \nu)}, \quad u_2 \approx \frac{z^{-\nu}}{\Gamma(1 - \nu)}, \]  

(5.4.3)

and therefore these solutions are linearly independent.\(^6\) Thus, the desired expression for the general cylinder function can be written as

\[ u = Z_\nu(z) = C_1 J_\nu(z) + C_2 J_{-\nu}(z), \quad \nu \neq 0, \pm 1, \pm 2, \ldots \]  

(5.4.4)

If \( \nu \) is an integer, then, because of (5.3.3), the particular solutions \( u_1 \) and \( u_2 \) are linearly dependent, and (5.4.4) is no longer a general solution of Bessel’s equation (5.4.1). To obtain an expression for the general cylinder function which is suitable for arbitrary \( \nu \), we introduce the Bessel functions of the second kind, denoted by \( Y_\nu(z) \) and defined by the formula

\[ Y_\nu(z) = \frac{J_\nu(z) \cos \nu \pi - J_{-\nu}(z)}{\sin \nu \pi} \]  

(5.4.5)

for arbitrary \( z \) belonging to the plane cut along the segment \([-\infty, 0]\).\(^7\) For integral \( \nu \), the right-hand side of (5.4.5) becomes indeterminate [cf. (5.3.3)], and in this case we define \( Y_\nu(z) \) as the limit

\[ Y_\nu(z) = \lim_{\nu \to \nu^+} Y_\nu(z). \]  

(5.4.6)

---

\(^6\) This argument breaks down if \( \nu \) is an integer (including zero).

\(^7\) The function we denote by \( Y_\nu(z) \) is sometimes denoted by \( N_\nu(z) \) in the literature on Bessel functions.
Since both the numerator and denominator are entire functions of \( \nu \), and since
\[
\frac{d}{d\nu} \sin \nu \pi = \pi \cos \nu \pi \neq 0 \quad \text{if} \quad \nu = n,
\]
this limit exists and can be calculated by L'Hospital's rule, application of which gives
\[
Y_n(z) = \frac{1}{\pi} \left[ \frac{\partial J_n(z)}{\partial \nu} \right]_{\nu=n} - (-1)^n \left[ \frac{\partial J_{-n}(z)}{\partial \nu} \right]_{\nu=n}.
\] (5.4.7)

It follows from its definition that \( Y_n(z) \) is an analytic function of \( z \) in the plane cut along \( [-\infty, 0] \), and an entire function of the parameter \( \nu \) for fixed \( z \).

In view of (5.4.4), the fact that \( Y_n(z) \) is a cylinder function, i.e., satisfies Bessel's equation (5.4.1), is obvious for nonintegral \( \nu \). To show that \( Y_n(z) \) is a cylinder function for integral \( \nu \), we use the principle of analytic continuation, noting that since \( k(Y_n) \) is an entire function of \( \nu \), \( k(Y_n) \equiv 0 \) for \( \nu \neq n \) implies \( k(Y_n) \) for all \( \nu \). The fact that the solutions \( u_1 = J_n(z) \) and \( u_2 = Y_n(z) \) are linearly independent follows from the linear independence of the solutions \( J_n(z) \) and \( J_{-n}(z) \) for nonintegral \( \nu \), and from a comparison of the behavior of \( u_1 \) and \( u_2 \) as \( z \to 0 \) [cf. (5.4.3) and (5.5.4), proved below] for integral \( \nu \). Thus, finally, the expression
\[
u = Z_n(z) = C_1 J_n(z) + C_2 Y_n(z)
\] (5.4.8)
for the general cylinder function \( Z_n(z) \) is suitable for arbitrary \( \nu \).

The Bessel functions of the second kind satisfy the same recurrence relations as the functions of the first kind, e.g.,
\[
\frac{d}{dz} [z^n Y_n(z)] = z^n Y_{n-1}(z), \quad \frac{d}{dz} [z^{-n} Y_n(z)] = -z^{-n} Y_{n+1}(z),
\] (5.4.9)
\[
Y_{n-1}(z) + Y_{n+1}(z) = \frac{2n}{z} Y_n(z), \quad Y_{n-1}(z) - Y_{n+1}(z) = 2 Y'_n(z).
\]

For nonintegral \( \nu \), the validity of these formulas follows from the definition (5.4.5) and the corresponding formulas for \( J_n(z) \). To obtain the same formulas for integral \( \nu \), we need only pass to the limit \( \nu \to n \), observing that all the functions involved are continuous with respect to the index \( \nu \). We also note that (5.4.7) implies the relation
\[
Y_{-n}(z) = (-1)^n Y_n(z), \quad n = 0, 1, 2, \ldots,
\] (5.4.10)
which allows us to reduce the calculation of functions of negative integral order to that of functions of positive integral order.

By making changes of variables in Bessel's equation (5.4.1), we can easily obtain a number of other differential equations whose general solutions can
be expressed in terms of cylinder functions. Of the various equations obtained in this way, those of greatest practical interest are

\[ u'' + \frac{1 - 2\nu}{z} u' + \left( (2\nu^2 - 1)^2 + \frac{\nu^2 - 1}{z^2} \right) u = 0, \]
\[ u'' + a z^2 u = 0, \]

(5.4.11)

with solutions

\[ u = z^\nu Z_\nu (2z), \quad u = z^{1/2} \left( \frac{2}{\nu + 2} - \frac{1}{2} z^{1 + 1/2} \right), \]

(5.4.12)

where \( Z_\nu(z) \) denotes an arbitrary cylinder function.

### 5.5. Series Expansion of the Function \( Y_\nu(z) \)

To derive a series expansion of the function \( Y_\nu(z) \), we use the expansion (5.3.2) to calculate the derivatives with respect to the index \( \nu \) which appear in (5.4.7). Because of (5.4.10), we need only consider the case \( \nu = n \) (\( n = 0, 1, 2, \ldots \)). Since, as already shown, the series (5.3.1) converges uniformly in \( \nu \), we can differentiate it term by term, obtaining a

\[ \frac{\partial J_\nu(z)}{\partial \nu} \bigg|_{\nu = n} = \sum_{k=0}^{n} \frac{(-1)^k (z/2)^n}{k!(n + k)!} \left[ \log \frac{z}{2} - \psi(k + n + 1) \right], \]

where

\[ \psi(z) = \frac{\Gamma'(z)}{\Gamma(z)} \]

is the logarithmic derivative of the gamma function (see Sec. 1.3). Similarly, we have

\[ \frac{\partial J^{-\nu}_\nu(z)}{\partial \nu} = \sum_{k=0}^{n} \frac{(-1)^k (z/2)^{-\nu+2k}}{k! \Gamma(k - \nu + 1)} \left[ - \log \frac{z}{2} + \psi(k + \nu + 1) \right]. \]

For \( k = 0, 1, 2, \ldots, n - 1 \),

\[ \Gamma(k - \nu + 1) \to \infty, \quad \psi(k - \nu + 1) \to \infty \]

as \( \nu \to n \), so that the first \( n \) terms of the last series become indeterminate. However, using familiar formulas from the theory of the gamma function [see (1.2.2, 4) and (1.3.4)], we find that

\[ \lim_{\nu \to n} \frac{\psi(k - \nu + 1)}{\Gamma(k - \nu + 1)} = \lim_{\nu \to n} \frac{\Gamma(v - k) \sin \pi(v - k)}{\pi} \frac{\psi(v - k) + \pi \cot \pi(v - k)}{\pi} \]

\[ = (-1)^{n-k}(n - k - 1)!, \quad k = 0, 1, \ldots, n - 1, \]

---

* The passage to the limit \( \nu \to n \) behind the summation sign is legitimate, since a series obtained by term-by-term differentiation of a uniformly convergent series of analytic functions is itself uniformly convergent.
and therefore
\[
\frac{\partial J_{-\gamma}(z)}{\partial\nu} \bigg|_{\nu = n} = (-1)^n \sum_{k=0}^{n} \frac{(n-k-1)!}{k!} \left(\frac{z}{2}\right)^{2k-n} + (-1)^n \sum_{p=0}^{\infty} \frac{(-1)^p}{(n+p)!} \left(- \log \frac{z}{2} + \psi(p + 1)\right) \left(\frac{z}{2}\right)^{2p+n},
\]
where we have introduced the new summation index \( p = k - n \).

It now follows from (5.4.7) that the desired expansion of the function \( Y_n(z) \) is
\[
Y_n(z) = -\frac{1}{\pi} \sum_{k=0}^{n-1} \frac{(n-k-1)!}{k!} \left(\frac{z}{2}\right)^{2k-n} + \frac{1}{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k (z/2)^{n+k+2k}}{k!(n+k)!} \left[ 2 \log \frac{z}{2} - \psi(k + 1) - \psi(k + n + 1) \right],
\]
\[\text{arg } z < \pi, \quad n = 0, 1, 2, \ldots, \tag{5.5.1}\]
where the first sum should be set equal to zero if \( n = 0 \) [cf. (5.2.13)]. According to (1.3.6–7), the values of the logarithmic derivative of the gamma function are given by
\[
\psi(1) = -\gamma, \quad \psi(m + 1) = -\gamma + 1 + \frac{1}{2} + \cdots + \frac{1}{m}, \quad m = 1, 2, \ldots, \tag{5.5.2}\]
where \( \gamma = 0.57721566\ldots \) is Euler’s constant. Using (5.2.2), we can write the expansion (5.5.1) in a somewhat different form:
\[
Y_n(z) = \frac{2}{\pi} J_n(z) \log \frac{z}{2} - \frac{1}{\pi} \sum_{k=0}^{n-1} \frac{(n-k-1)!}{k!} \left(\frac{z}{2}\right)^{2k-n} - \frac{1}{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k (z/2)^{n+k+2k}}{k!(n+k)!} \left[ \psi(k + 1) + \psi(k + n + 1) \right].
\]

Finally, we note that (5.5.1) implies the asymptotic representations
\[
Y_0(z) \approx \frac{2}{\pi} \log \frac{z}{2}, \quad z \to 0
\]
\[
Y_n(z) \approx -\frac{(n-1)!}{\pi} \left(\frac{z}{2}\right)^{-n}, \quad z \to 0, \quad n = 1, 2, \ldots, \tag{5.5.4}\]
which show that \( Y_n(z) \) becomes infinite as \( z \to 0 \).

5.6. Bessel Functions of the Third Kind

Next we discuss still another class of cylinder functions, i.e., the Bessel functions of the third kind or Hankel functions, denoted by \( H_n^{(1)}(z) \) and \( H_n^{(2)}(z) \).
These functions are defined in terms of the Bessel functions of the first and second kinds by the formulas
\[ H^{(1)}(z) = J_z(z) + iY_z(z), \quad H^{(2)}(z) = J_z(z) - iY_z(z), \] (5.6.1)
where \( \nu \) is arbitrary and \( z \) is any point of the plane cut along the segment \([-\infty, 0]\). The motivation for introducing the functions (5.6.1) is that these linear combinations of \( J_z(z) \) and \( Y_z(z) \) have very simple asymptotic expressions for large \( |z| \) (see Sec. 5.11) and are frequently encountered in the applications.

It follows from (5.6.1) that the Hankel functions are entire functions of \( \nu \), and analytic functions of \( z \) in the plane cut along \([-\infty, 0]\). Clearly, the functions \( H^{(1)}(z) \) and \( H^{(2)}(z) \) are linearly independent of each other, and each is linearly independent of \( J_z(z) \). Therefore we can write the general solution of Bessel’s equation (5.4.1) in any of the forms
\[ u = Z_\nu(z) = A_1 J_z(z) + A_2 H^{(1)}_\nu(z) \]
(5.6.2)
\[ = B_1 J_z(z) + B_2 H^{(2)}_\nu(z) = D_1 H^{(1)}_\nu(z) + D_2 H^{(2)}_\nu(z), \]
where \( A_1, \ldots, D_2 \) are arbitrary constants, as well as in the form (5.4.8).

Since the Hankel functions are linear combinations of the functions \( J_z(z) \) and \( Y_z(z) \), they satisfy the same recurrence relations as these functions, e.g.,
\[ \frac{d}{dz}[z^p H^{(p)}_{\nu}(z)] = z^{p-1} H^{(p)}_{\nu-1}(z), \quad \frac{d}{dz}[z^{-\nu} H^{(p)}_{\nu}(z)] = -z^{-\nu} H^{(p)}_{\nu+1}(z), \]
\[ H^{(1)}_\nu(z) + H^{(2)}_\nu(z) = \frac{2\nu}{z} H^{(0)}_{\nu}(z), \quad H^{(1)}_{\nu+1}(z) - H^{(1)}_{\nu-1}(z) = 2\frac{dH^{(0)}_{\nu}(z)}{dz}, \]
(5.6.3)
where \( p = 1, 2 \). Using (5.4.5) to eliminate \( Y_z(z) \) from (5.6.1), we obtain
\[ H^{(1)}_\nu(z) = \frac{J_z(z) - e^{-\nu\pi}J_z(z)}{i \sin \nu \pi}, \quad H^{(2)}_\nu(z) = \frac{e^{\nu\pi}J_z(z) - J_z(z)}{i \sin \nu \pi}, \]
(5.6.4)
which imply the important formulas
\[ H^{(1)}_\nu(z) = e^{\nu\pi}H^{(1)}_{\nu}(z), \quad H^{(2)}_\nu(z) = e^{-\nu\pi}H^{(2)}_{\nu}(z). \]
(5.6.5)

5.7. Bessel Functions of Imaginary Argument

In the applications, one frequently encounters two functions \( I_z(z) \) and \( K_z(z) \), which are closely related to the Bessel functions. Let \( D \) be the complex plane cut along the negative real axis. Then, for all \( z \) in \( D \), \( I_z(z) \) and \( K_z(z) \) are defined by the formulas
\[ I_z(z) = \sum_{k=0}^{\infty} \frac{(z/2)^{\nu+2k}}{\Gamma(k+1)\Gamma(k+\nu+1)}, \quad |z| < \infty, \ |\arg z| < \pi, \]
(5.7.1)
\[ K_z(z) = -\frac{\pi}{2} \frac{I_{-\nu}(z) - I_\nu(z)}{\sin \nu \pi}, \quad |\arg z| < \pi, \ \nu \neq 0, \pm 1, \pm 2, \ldots \]
(5.7.2)
where, for integral $\nu = n$,
\[
K_n(z) = \lim_{\nu \to n} K_\nu(z), \quad n = 0, \pm 1, \pm 2, \ldots \tag{5.7.3}
\]

Repeating the considerations of Secs. 5.3–4, we find that $I_\nu(z)$ and $K_\nu(z)$ are analytic functions of $z$ for all $z$ in $D$, and entire functions of $\nu$.

The functions $I_\nu(z)$ and $K_\nu(z)$ are simply related to the Bessel functions of argument $ze^{\pm \pi i/2}$. If
\[
-\pi < \arg z < \frac{\pi}{2}, \quad \text{i.e.,} \quad -\frac{\pi}{2} < \arg (ze^{\pi i/2}) < \pi,
\]
then (5.3.2) implies
\[
J_\nu(ze^{\pi i/2}) = e^{\nu \pi i/2} \sum_{k=0}^{\infty} \frac{(z/2)^{\nu + 2k}}{\Gamma(k + 1)\Gamma(k + \nu + 1)} = e^{\nu \pi i/2} I_\nu(z),
\]
so that
\[
I_\nu(z) = e^{-\nu \pi i/2} J_\nu(ze^{\pi i/2}), \quad -\pi < \arg z < \frac{\pi}{2} \tag{5.7.4}
\]
Similarly, according to (5.6.4), for the same values of $z$ we have
\[
H^{(1)}_\nu(ze^{\pi i/2}) = \frac{J_\nu(ze^{\pi i/2}) - e^{-\nu \pi i} J_\nu(ze^{-\pi i/2})}{i \sin \nu \pi}
= \frac{e^{-\nu \pi i/2} J_\nu(z) - e^{-\nu \pi i/2} I_\nu(z)}{i \sin \nu \pi} = \frac{2}{\pi i} e^{-\nu \pi i/2} K_\nu(z),
\]
and hence
\[
K_\nu(z) = \frac{\pi i}{2} e^{\nu \pi i/2} H^{(1)}_\nu(ze^{\pi i/2}), \quad -\pi < \arg z < \frac{\pi}{2} \tag{5.7.5}
\]
On the other hand, if
\[
-\frac{\pi}{2} < \arg z < \pi, \quad -\pi < \arg (ze^{-\pi i/2}) < \frac{\pi}{2},
\]
then it is easily verified that
\[
I_\nu(z) = e^{\nu \pi i/2} J_\nu(ze^{-\pi i/2}), \quad K_\nu(z) = -\frac{\pi i}{2} e^{-\nu \pi i/2} H^{(2)}_\nu(ze^{-\pi i/2}). \tag{5.7.6}
\]
Because of (5.7.4–6), $I_\nu(z)$ and $K_\nu(z)$ are often called Bessel functions of imaginary argument. However, this term is not too fortunate, and instead we will usually refer to $I_\nu(z)$ as the modified Bessel function of the first kind and to $K_\nu(z)$ as Macdonald's function.

---

* $K_\nu(z)$ is called the modified Bessel function of the third kind in the Bateman Manuscript Project, Higher Transcendental Functions, Vol. 2, p. 5.
It is an immediate consequence of the formulas just derived that \( I_\nu(z) \) and \( K_\nu(z) \) are linearly independent solutions of the differential equation

\[
u^2 + \frac{1}{z} \nu' - \left( 1 + \frac{\nu^2}{z^2} \right) \nu = 0,
\]

which differs from Bessel’s equation only by the sign of one term, and goes into Bessel’s equation if we make the substitution \( z = \pm it \). Equation (5.7.7) is often encountered in mathematical physics, and its general solution, for arbitrary \( \nu \), can be written in the form

\[
u = C_1 I_\nu(z) + C_2 K_\nu(z).
\]

The functions \( I_\nu(z) \) and \( K_\nu(z) \) satisfy simple recurrence relations, e.g.

\[
\frac{d}{dz} \left( z^\nu I_\nu(z) \right) = z^\nu I_{\nu-1}(z), \quad \frac{d}{dz} \left( z^{-\nu} I_\nu(z) \right) = z^{-\nu} I_{\nu+1}(z),
\]

\[
\frac{d}{dz} \left( z^\nu K_\nu(z) \right) = -z^\nu K_{\nu-1}(z), \quad \frac{d}{dz} \left( z^{-\nu} K_\nu(z) \right) = -z^{-\nu} K_{\nu+1}(z),
\]

\[
I_{\nu-1}(z) + I_{\nu+1}(z) = 2I'_\nu(z), \quad I_\nu(z) - I_{\nu+1}(z) = \frac{2\nu}{z} I_\nu(z),
\]

\[
K_{\nu-1}(z) + K_{\nu+1}(z) = -2K'_\nu(z), \quad K_\nu(z) - K_{\nu+1}(z) = -\frac{2\nu}{z} K_\nu(z).
\]

The recurrence relations involving \( I_\nu(z) \) are proved by substituting from (5.7.1). Then, using these formulas and (5.7.2), we derive the corresponding formulas involving \( K_\nu(z) \) for nonintegral \( \nu \). Finally, we extend the results to the case of integral \( \nu \) by using the continuity of \( K_\nu(z) \) with respect to the index \( \nu \).

Two other useful formulas are

\[
I_{-\nu}(z) = I_\nu(z), \quad n = 0, \pm 1, \pm 2, \ldots, \]

\[
K_{-\nu}(z) = K_\nu(z),
\]

where the first follows from (5.7.1) if we note that the first \( n \) terms of the expansion vanish if \( \nu = -n \), while the second is an immediate consequence of the definition (5.7.2).

Using (5.7.3) and the method of Sec. 5.5, we can derive a series expansion of the function \( K_\nu(z) \). The result of the calculations is

\[
K_\nu(z) = \frac{1}{2} \sum_{k=0}^{n-1} \frac{(-1)^k (n-k-1)!}{k!} \left( \frac{z}{2} \right)^{2k-n} + \frac{1}{2} (-1)^{n-1} \sum_{k=0}^{n} \frac{(z/2)^{2k+n}}{k!(k+n)!} \left[ 2 \log \frac{z}{2} - \psi(k+1) - \psi(k+n+1) \right],
\]

\[
|\arg z| < \pi, \quad n = 0, 1, 2, \ldots,
\]

(5.7.11)
where \( \psi(z) \) is the logarithmic derivative of the gamma function [whose values can be found from (5.5.2)], and the first sum should be set equal to zero if \( n = 0 \). We note that (5.7.11) implies the asymptotic representations

\[
K_0(z) \approx \log \frac{2}{z}, \quad z \to 0, \\
K_n(z) \approx \frac{1}{2} (n - 1) \left( \frac{z}{2} \right)^{-n}, \quad z \to 0, \quad n = 1, 2, \ldots,
\]

which show that \( K_n(z) \) becomes infinite as \( z \to 0 \).

### 5.8. Cylinder Functions of Half-Integral Order

We now consider the special class of cylinder functions of order \( n + \frac{1}{2} \) \( (n = 0, \pm 1, \pm 2, \ldots) \). In this case, the cylinder functions can be expressed in terms of elementary functions. To see this, we first find the values of the functions \( J_{n+1/2}(z) \). Setting \( \nu = \pm \frac{1}{2} \) in (5.3.1) and using the duplication formula (1.2.3) for the gamma function, we obtain

\[
J_{1/2}(z) = \sum_{k=0}^{\infty} \frac{(-1)^k (z/2)^{2k+1/2}}{\Gamma(k + 1) \Gamma(k + 3/2)} = \left( \frac{2}{\pi} \right)^{1/2} \sum_{k=0}^{\infty} \frac{(-1)^k z^{2k}}{\Gamma(2k + 2)} = \left( \frac{2}{\pi z} \right)^{1/2} \sin z
\]

and similarly,

\[
J_{-1/2}(z) = \left( \frac{2}{\pi z} \right)^{1/2} \cos z.
\]

The fact that any Bessel function of the first kind of half-integral order can be expressed in terms of elementary functions now follows from the recurrence relation

\[
J_{\nu-1}(z) + J_{\nu+1}(z) = \frac{2\nu}{z} J_{\nu}(z)
\]

[see (5.3.6)], repeated application of which gives

\[
J_{3/2}(z) = \frac{1}{z} J_{1/2}(z) - J_{-1/2}(z) = \left( \frac{2}{\pi z} \right)^{1/2} \left[ \frac{\sin z}{z} - \cos z \right],
\]

\[
J_{-3/2}(z) = -\left( \frac{2}{\pi z} \right)^{1/2} \left[ \sin z + \frac{\cos z}{z} \right],
\]

and so on. Using (5.3.7), we can write the general expression for \( J_{n+1/2}(z) \) in terms of elementary functions. For example, setting \( \nu = \frac{1}{2} \) in the second of the formulas (5.3.7) and taking account of (5.8.1), we find that

\[
J_{n+1/2}(z) = (-1)^n \left( \frac{2}{\pi} \right)^{1/2} z^n \left( \frac{d}{dz} \right)^n \frac{\sin z}{z}, \quad n = 0, 1, 2, \ldots
\]
To derive the corresponding formulas for Bessel functions of the second and third kinds, we start from the expressions (5.4.5) and (5.6.4) of these functions in terms of Bessel functions of the first kind, and use (5.8.1–2). For example,

\[ Y_{1/2}(z) = -J_{-1/2}(z) = -\left(\frac{2}{\pi z}\right)^{1/2} \cos z, \]

\[ H^{(1)}_{1/2}(z) = -i\left(\frac{2}{\pi z}\right)^{1/2} e^{i\zeta}, \quad H^{(2)}_{1/2}(z) = i\left(\frac{2}{\pi z}\right)^{1/2} e^{-i\zeta}, \]

and so on.

Finally, we note that

\[ I_{1/2}(z) = \left(\frac{2}{\pi z}\right)^{1/2} \sinh \zeta, \quad I_{-1/2}(z) = \left(\frac{2}{\pi z}\right)^{1/2} \cosh \zeta, \quad K_{1/2}(z) = \left(\frac{\pi}{2z}\right)^{1/2} \ e^{-\zeta}, \]

where the formulas for general index \( n + \frac{1}{2} \) are obtained from (5.8.5) and the recurrence relations (5.7.9). It has been shown by Liouville that the case of half-integral order is the only case where the cylinder functions reduce to elementary functions.

### 5.9. Wronskians of Pairs of Solutions of Bessel’s Equation

By the Wronskian of a pair \( u_1(z), u_2(z) \) of solutions of a linear homogeneous second-order differential equation is meant the determinant

\[ W(u_1(z), u_2(z)) = \begin{vmatrix} u_1(z) & u_2(z) \\ u'_1(z) & u'_2(z) \end{vmatrix}, \]

where the prime denotes differentiation with respect to the independent variable \( z \). The solutions \( u_1 \) and \( u_2 \) are linearly independent if and only if the Wronskian does not vanish identically.\(^{10}\) We now calculate the Wronskians of various pairs of solutions of Bessel’s equation

\[ u'' + \frac{1}{z} u' + \left(1 - \frac{\nu^2}{z^2}\right) u = 0, \]

thereby obtaining a number of formulas which are useful in the applications. In particular, these formulas show that the solutions in question are linearly independent, a fact proved earlier by other means.

To calculate the Wronskian, we write the equations for \( u_1 \) and \( u_2 \) in the form

\[ \frac{d}{dz} \left(z u'_1\right) + \left(z - \frac{\nu^2}{z}\right) u_1 = 0, \quad \frac{d}{dz} \left(z u'_2\right) + \left(z - \frac{\nu^2}{z}\right) u_2 = 0, \]

\(^{10}\) E. A. Coddington, op. cit., Theorem 6, p. 111.
and then subtract the first equation multiplied by \( u_2 \) from the second equation multiplied by \( u_1 \). The result is

\[
\frac{d}{dz} \left[ zW[u_1(z), u_2(z)] \right] = 0,
\]

which implies

\[
W[u_1(z), u_2(z)] = \frac{C}{z},
\]

where \( C \) is a constant, independent of \( z \), whose value can be determined, for example, from the relation

\[
C = \lim_{z \to 0} zW[u_1(z), u_2(z)].
\]

In particular, choosing \( u_1 = J_\nu(z) \), \( u_2 = J_{-\nu}(z) \), where \( \nu \) is not an integer, and using the expansion (5.3.2) and formulas (1.2.1−2) from the theory of the gamma function, we find that

\[
C = \lim_{z \to 0} \frac{-2\nu}{\Gamma(1 + \nu)\Gamma(1 - \nu)} \left[ 1 + O(z^2) \right] = -\frac{2 \sin \nu \pi}{\pi},
\]

which implies

\[
W[J_\nu(z), J_{-\nu}(z)] = -\frac{2 \sin \nu \pi}{\pi z}. \tag{5.9.1}
\]

The validity of (5.9.1) for integral \( \nu \) follows by continuity, and we have \( W \equiv 0 \), as must be expected. The Wronskians of other pairs of solutions of Bessel’s equation can be found in the same way, or else they can be deduced from (5.9.1) and the relations (5.4.5), (5.6.4). We always begin by considering the case of nonintegral \( \nu \), and then use continuity to extend the result to arbitrary values of \( \nu \). In this way, we find that

\[
W[J_\nu(z), Y_\nu(z)] = \frac{2}{\pi z}, \tag{5.9.2}
\]

\[
W[J_\nu(z), H^{(2)}_\nu(z)] = \frac{-2i}{\pi z}, \tag{5.9.3}
\]

\[
W[H^{(1)}_\nu(z), H^{(2)}_\nu(z)] = \frac{-4i}{\pi z}, \tag{5.9.4}
\]

and so on. For the Bessel functions of imaginary argument we have

\[
W[I_\nu(z), K_\nu(z)] = -\frac{1}{z}. \tag{5.9.5}
\]

### 5.10. Integral Representations of the Cylinder Functions

The cylinder functions have simple integral representations in terms of definite integrals and contour integrals containing \( z \) as a parameter. The
representations by contour integrals have greater generality, and are usually valid in larger regions of values of the argument $z$ and parameter $v$ than the representations by definite integrals, but the latter are more frequently encountered in the applications. Therefore we will be primarily concerned with representations by definite integrals.\footnote{11}

One of the simplest integral representations of the Bessel functions is due to Poisson. Consider the identity

$$\frac{1}{\Gamma(k + v + 1)} = \frac{1}{\Gamma(k + \frac{1}{2}) \Gamma(v + \frac{1}{2})} \int_{-1}^{1} t^{2k} (1 - t^2)^{v - \frac{1}{2}} dt, \quad \text{Re } v > -\frac{1}{2},$$

(5.10.1)

implied by (1.5.6). Substituting (5.10.1) into the expansion (5.3.2) and reversing the order of integration and summation,\footnote{12} we obtain

$$J_v(z) = \sum_{k=0}^{\infty} \frac{(-1)^k (z/2)^{v+2k}}{\Gamma(k+1) \Gamma(k+\frac{1}{2}) \Gamma(v+\frac{1}{2})} \int_{-1}^{1} t^{2k} (1 - t^2)^{v - \frac{1}{2}} dt$$

$$= \frac{(z/2)^v}{\Gamma(v+\frac{1}{2})} \int_{-1}^{1} (1 - t^2)^{v - \frac{1}{2}} dt \sum_{k=0}^{\infty} \frac{(-1)^k (zt)^{2k}}{2^{2k} \Gamma(k+1) \Gamma(k+\frac{1}{2})}$$

$$= \frac{(z/2)^v}{\Gamma(v+\frac{1}{2})} \int_{-1}^{1} (1 - t^2)^{v - \frac{1}{2}} \cos z t dt,$$

(5.10.2)

where we have used the duplication formula (1.2.3) for the gamma function:

$$2^{2k} \Gamma(k+1) \Gamma(k+\frac{1}{2}) = \Gamma(\frac{1}{2}) \Gamma(2k+1) = \Gamma(\frac{1}{2})(2k)!.$$

Thus

$$J_v(z) = \frac{(z/2)^v}{\Gamma(\frac{1}{2}) \Gamma(v+\frac{1}{2})} \int_{-1}^{1} (1 - t^2)^{v - \frac{1}{2}} \cos z t dt,$$

(5.10.3)

$$\text{Re } v > -\frac{1}{2}, \quad |\arg z| < \pi,$$

or equivalently,

$$J_v(z) = \frac{(z/2)^v}{\Gamma(\frac{1}{2}) \Gamma(v+\frac{1}{2})} \int_{0}^{\pi} \cos (z \cos \theta) \sin^v \theta \ d\theta, \quad \text{Re } v > -\frac{1}{2}, \quad |\arg z| < \pi,$$

(5.10.4)

where we have made the substitution $t = \cos \theta$.

\footnote{11} The reader with a special interest in integral representations of cylinder functions should consult G. N. Watson, op. cit., Chap. 6.

\footnote{12} To justify reversing the order of integration and summation, we note that

$$\sum_{k=0}^{\infty} \frac{|z/2|^{v+2k}}{\Gamma(k+1) \Gamma(k+\frac{1}{2}) \Gamma(v+\frac{1}{2})} \int_{-1}^{1} t^{2k} (1 - t^2)^{v - \frac{1}{2}} dt$$

$$= \sum_{k=0}^{\infty} \frac{|z/2|^{v+2k}}{\Gamma(k+1) \Gamma(k+\frac{1}{2}) \Gamma(v+\frac{1}{2})} \Gamma(\frac{1}{2}) = I_v(|z|) < \infty,$$

if Re $v > -\frac{1}{2}$.
To obtain another important integral representation of $J_v(z)$, we start from the formula

$$
\frac{1}{\Gamma(k + v + 1)} = \frac{1}{2\pi i} \int_C e^{s-(k+v+1)} \, ds,
$$

proved in Problem 9, p. 15, where $C$ is the contour shown in Fig. 13. Substituting (5.10.5) into (5.3.2), we find that

$$
J_v(z) = \sum_{k=0}^{\infty} \frac{(-1)^k(z/2)^{v+2k}}{\Gamma(k + 1)} \frac{1}{2\pi i} \int_C e^{s-(k+v+1)} \, ds
$$

$$
= \left(\frac{z}{2}\right)^v \frac{1}{2\pi i} \int_C e^{s-v-1} \, ds \sum_{k=0}^{\infty} \frac{(-1)^k(z^2/4s)^k}{\Gamma(k + 1)}
$$

$$
= \left(\frac{z}{2}\right)^v \frac{1}{2\pi i} \int_C e^{-(z^2/4s)s-v-1} \, ds,
$$

where reversing the order of integration and summation is again easily justified by an absolute convergence argument. Assuming temporarily that $z$ is a positive real number and setting $s = zt/2$, we can write (5.10.6) in the form

$$
J_v(z) = \frac{1}{2\pi i} \int_{C'} e^{zt/2-1} \, dt,
$$

where $C'$ is a contour resembling $C$. By the principle of analytic continuation, this result is valid in the whole region $|\arg z| < \pi/2$.

Writing $t = \rho e^{i\theta}$ and choosing the radius of the circular part of $C'$ to be 1, we have

$$
J_v(z) = \frac{1}{\pi} \int_0^\pi \cos (z \sin \theta - \nu \theta) \, d\theta - \frac{\sin \nu \pi}{\nu \pi} \int_1^\infty e^{-\frac{z^2}{4s} - (\rho-1)} \rho^{-\nu-1} \, d\rho,
$$

which, after the substitution $\rho = e^s$, becomes

$$
J_v(z) = \frac{1}{\pi} \int_0^\pi \cos (z \sin \theta - \nu \theta) \, d\theta - \frac{\sin \nu \pi}{\nu \pi} \int_0^\infty e^{-z \sinh \nu - \nu s} \, ds, \quad \Re z > 0,
$$

(5.10.8)

where $\nu$ is arbitrary. In the case $\nu = n$ ($n = 0, \pm 1, \pm 2, \ldots$), the second term on the right vanishes, and (5.10.8) takes a simpler form.

In many cases, one can derive integral representations of Bessel functions of the second and third kinds from the corresponding integral representations of Bessel functions of the first kind, by using formulas (5.4.5) and (5.6.4).
For example, if Re\( z > 0 \) and \( \nu \) is nonintegral, it follows from (5.4.5) and (5.10.8) that

\[
Y_{\nu}(z) = \frac{\cot \frac{\nu \pi}{2}}{\pi} \int_0^\infty \cos (z \sin \theta - \nu \theta) \, d\theta - \frac{\cos \nu \pi}{\pi} \int_0^\infty e^{-z \sinh \alpha + \nu \alpha} \, d\alpha \\
= \csc \frac{\nu \pi}{2} \int_0^\infty \cos (z \sin \theta + \nu \theta) \, d\theta - \frac{1}{\pi} \int_0^\infty e^{-z \sinh \alpha + \nu \alpha} \, d\alpha.
\]

Replacing \( \theta \) by \( \pi - \theta \) in the third integral on the right, we find after some simple calculations that

\[
Y_{\nu}(z) = \frac{1}{\pi} \int_0^\pi \sin (z \sin \theta - \nu \theta) \, d\theta - \frac{1}{\pi} \int_0^\infty e^{-z \sinh \alpha} (e^{\nu \alpha} + e^{-\nu \alpha} \cos \nu \pi) \, d\alpha.
\]

(5.10.9)

In proving (5.10.9), it was assumed that \( \nu \) is nonintegral, but the formula holds for arbitrary \( \nu \) by the principle of analytic continuation, since both sides are entire functions of \( \nu \).

Integral representations of the Hankel functions can be obtained by using (5.10.8–9) and the definitions (5.6.1). For example, if Re\( z > 0 \),

\[
H^{(1)}_{\nu}(z) = J_{\nu}(z) + i Y_{\nu}(z) = \frac{1}{\pi i} \int_0^\pi e^{\nu \sin \theta + \nu \theta} \, d\theta \]

\[+ \frac{1}{\pi i} \int_0^\infty e^{-z \sinh \alpha} \left[ e^{\nu \alpha} + e^{-\nu \alpha + \pi i} \right] \, d\alpha \]

\[= \frac{1}{\pi i} \int_{-\infty}^0 e^{\nu \sinh \alpha - \nu \alpha} \, d\alpha + \frac{1}{\pi i} \int_0^\pi e^{\nu \sinh \theta - \nu \theta} \, d\theta \]

\[+ \frac{1}{\pi i} \int_0^\infty e^{\nu \sinh (\alpha + \pi i) - \nu \alpha} \, d\alpha + \frac{1}{\pi i} \int_0^\infty e^{\nu \sinh (\alpha + \pi i) - \nu \alpha} \, d\alpha, \]

which, after the substitution \( t = \alpha + \pi i \), reduces to

\[
H^{(1)}_{\nu}(z) = \frac{1}{\pi i} \int_{C_1} e^{\nu \sinh \frac{t - vt}{2}} \, dt, \quad \text{Re} \, z > 0, \quad (5.10.10)
\]

where \( C_1 \) is the contour shown in Fig. 14(a). Similarly,

\[
H^{(2)}_{\nu}(z) = -\frac{1}{\pi i} \int_{C_2} e^{\nu \sinh \frac{t - vt}{2}} \, dt, \quad \text{Re} \, z > 0 \quad (5.10.11)
\]

where \( C_2 \) is the contour shown in Fig. 14(b). Thus (5.10.10) and (5.10.11) are the same, except for the choice of the contour of integration. Substituting \( t = u + \frac{1}{2} \pi i \) into (5.10.10–11), we find that

\[
H^{(1)}_{\nu}(z) = \frac{e^{-\nu u/2}}{\pi i} \int_{D_1} e^{nu \cosh u - \nu u} \, du, \quad \text{Re} \, z > 0, \quad (5.10.12)
\]

\[
H^{(2)}_{\nu}(z) = -\frac{e^{\nu u/2}}{\pi i} \int_{D_2} e^{-\nu u \cosh u - \nu u} \, du, \quad \text{Re} \, z > 0, \quad (5.10.13)
\]

where the paths of integration \( D_1 \) and \( D_2 \) are shown in Figure 15.

To further transform these integrals, we assume temporarily that \( z \) is a
positive real number and that the parameter \( \nu \) is confined to the strip \(-1 < \text{Re} \nu < 1\). Then, according to Cauchy's integral theorem, the integral

\[
\int_{C_1} f(z) \, dz = 0
\]

along the left-hand part of the broken line \( D_1 \) (or \( D_2 \)), up to the point \( u = 0 \), can be replaced by an integral along the negative real axis, and the integral

\[
\int_{C_2} f(z) \, dz = 0
\]

along the right-hand part of the broken line can be replaced by an integral along the positive real axis.\(^\text{13}\) Thus formulas (5.10.12–13) become

\[
H_{\nu}^{(1)}(z) = \frac{e^{-\nu \pi i/2}}{\pi i} \int_{-\infty}^{\infty} e^{\nu \cosh u - \nu u} \, du, \quad (5.10.14)
\]

\[
H_{\nu}^{(2)}(z) = -\frac{e^{\nu \pi i/2}}{\pi i} \int_{-\infty}^{\infty} e^{-\nu \cosh u - \nu u} \, du, \quad (5.10.15)
\]

\(^\text{13}\) It is easily verified that the integral along the vertical segment needed to complete each contour to which we apply Cauchy's integral theorem approaches zero as the segment is moved indefinitely far to the left (or to the right) of the imaginary axis. To show that the condition \(-1 < \text{Re} \nu < 1\) guarantees the convergence of (5.10, 14–15), consider the substitution \( y = e^u \).
where \( z > 0, \ -1 < \Re z < 1 \). Using the principle of analytic continuation, we easily see that (5.10.14) remains valid for \( 0 \leq \arg z < \pi \), while (5.10.15) remains valid for \( -\pi < \arg z \leq 0 \), since in each case both sides of (5.10.14–15) are analytic functions of \( z \) in the indicated region. Moreover, the condition \(-1 < \Re \nu < 1\) can be dropped if \( \Im z > 0 \) in (5.10.14), or if \( \Im z < 0 \) in (5.10.15). Finally, therefore, we have the integral representations

\[
H_{1}^{(1)}(z) = \frac{e^{-\nu z/2}}{\pi i} \int_{-\infty}^{\infty} e^{iz \cosh u - \nu u} \, du, \quad \Im z > 0, \quad (5.10.16)
\]

\[
H_{1}^{(2)}(z) = -\frac{e^{\nu z/2}}{\pi i} \int_{-\infty}^{\infty} e^{-iz \cosh u - \nu u} \, du, \quad \Im z < 0, \quad (5.10.17)
\]

where \( \nu \) is arbitrary.

Formulas (5.10.16–17) are the basic integral representations of the Hankel functions. Other integral representations of the Hankel functions, useful in the applications, can be derived by making suitable transformations of the integrals in (5.10.16–17). For example, consider formula (5.10.16), let \( \Re \nu > -\frac{1}{2} \), and for the time being assume that \( \arg z = \pi/2 \), so that \(-iz\) is positive. According to (1.5.1),

\[
y^{-\nu - \frac{1}{2}} = \frac{1}{\Gamma(\nu + \frac{1}{2})} \int_{0}^{\infty} e^{-\nu x} x^{-\nu - \frac{1}{2}} \, dx, \quad \Re \nu > -\frac{1}{4}, \quad (5.10.18)
\]

and hence, setting \( y = e^x \) in (5.10.16), we have

\[
H_{1}^{(1)}(z) = \frac{e^{-\nu z/2}}{\pi i} \int_{0}^{\infty} e^{\frac{1}{2}i\pi(\nu + u - 1)} y^{-\nu - 1} \, dy
\]

\[
= \frac{e^{-\nu z/2}}{\pi i \Gamma(\nu + \frac{1}{2})} \int_{0}^{\infty} e^{\frac{1}{2}i\pi(\nu + u - 1)} y^{-\nu - 1/2} \, dy \int_{0}^{\infty} e^{-\nu x} x^{-\nu - \frac{1}{2}} \, dx
\]

\[
= \frac{e^{-\nu z/2}}{\pi i \Gamma(\nu + \frac{1}{2})} \int_{0}^{\infty} x^{-\nu - \frac{1}{2}} \, dx \int_{0}^{\infty} \exp \left[-y(x - iz) + \frac{iz}{2y}\right] y^{-1/2} \, dy,
\]

where the reversal of the order of integration is easily justified by proving the absolute convergence of the double integral. To calculate the inner integral, we use the formula\(^{14}\)

\[
\int_{0}^{\infty} e^{-ax^2 - (b/x^2)} \, dx = \frac{\sqrt{\pi}}{2\sqrt{a}} e^{-2\sqrt{ab}}, \quad a > 0, \ b > 0. \quad (5.10.19)
\]

This gives

\[
H_{1}^{(1)}(z) = \frac{e^{-\nu z/2}}{i\sqrt{\pi} \Gamma(\nu + \frac{1}{2})} \int_{0}^{\infty} \frac{e^{-2\sqrt{v}z - (iz/2)}}{\sqrt{x - (iz/2)}} x^{-\nu - \frac{1}{2}} \, dx,
\]

\(^{14}\) After making the transformation \( \tau = \nu^2 \), the integral (5.10.19) becomes the Laplace transform of the function \( \frac{1}{\sqrt{\pi}} \tau^{-1/2} e^{-\tau/2} \), evaluated at \( \tau = a \).
or

\[ H_{\nu}^{(1)}(z) = \frac{2e^{-\nu\pi i}}{i\sqrt{\pi}\Gamma(\nu + \frac{1}{2})} \left( \frac{z}{2} \right)^\nu \int_0^\infty e^{zt(1 - 1)^{\nu - \frac{1}{2}}} \, dt, \quad \text{Re} \, \nu > -\frac{1}{2}, \]  

(5.10.20)

where we introduce the new variable of integration

\[ t = \frac{\sqrt{x - (iz/2)}}{\sqrt{1 - iz/2}}. \]

By the principle of analytic continuation, this formula, proved under the assumption that \(-iz > 0\), remains valid for arbitrary complex \(z\) belonging to the sector \(0 < \arg z < \pi\). In just the same way, we have the formula

\[ H_{\nu}^{(2)}(z) = \frac{-2e^{\nu\pi i}}{i\sqrt{\pi}\Gamma(\nu + \frac{1}{2})} \left( \frac{z}{2} \right)^\nu \int_1^\infty e^{-zt(1 - 1)^{\nu - \frac{1}{2}}} \, dt, \]  

(5.10.21)

\[ \text{Re} \, \nu > -\frac{1}{2}, \quad -\pi < \arg z < 0 \]

for the second Hankel function. The integral representations (5.10.20–21) play an important role in the derivation of asymptotic representations of the cylinder functions as \(|z| \to \infty\).

Integral representations for the Bessel functions of imaginary argument can either be obtained directly by a slight modification of the considerations of this section, or else deduced from (5.7.4–6) and the corresponding integral representations of the Bessel functions and Hankel functions. Thus, it follows from (5.10.3) that

\[ I_\nu(z) = \frac{(z/2)^\nu}{\sqrt{\pi}\Gamma(\nu + \frac{1}{2})} \int_1^\infty (1 - t^2)^{\nu - \frac{1}{2}} \cosh zt \, dt, \]

(5.10.22)

\[ |\arg z| < \pi, \quad \text{Re} \, \nu > -\frac{1}{2}, \]

and from (5.10.16, 20) that

\[ K_\nu(z) = \frac{1}{2} \int_{-\infty}^{\infty} e^{-z \cosh u - vu} \, du = \int_0^{\infty} e^{-z \cosh u} \cosh vu \, du, \]

(5.10.23)

\[ \text{Re} \, z > 0, \quad \nu \text{ arbitrary}, \]

\[ K_\nu(z) = \frac{\sqrt{\pi}}{\Gamma(\nu + \frac{1}{2})} \left( \frac{z}{2} \right)^\nu \int_1^\infty e^{-zt(1 - 1)^{\nu - \frac{1}{2}}} \, dt, \]  

(5.10.24)

\[ \text{Re} \, z > 0, \quad \text{Re} \, \nu > -\frac{1}{2}. \]

We also call attention to another integral representation

\[ K_\nu(z) = \frac{1}{2} \left( \frac{z}{2} \right)^\nu \int_0^{\infty} e^{-t - (\nu/4)t^{-1}} \, dt, \quad |\arg z| < \frac{\pi}{4}, \]  

(5.10.25)
which is useful in the applications, and is obtained from (5.10.23) by changing the variable of integration.

Some other useful integral representations of the cylinder functions and their products are given in Problems 1–9, p. 139.

5.11. Asymptotic Representations of the Cylinder Functions for Large $|z|$

There are simple asymptotic formulas which allow us to approximate the cylinder functions for large $|z|$ and fixed $v$. The leading terms of these asymptotic expansions can be derived starting from the differential equations satisfied by the cylinder functions, but to obtain more exact expressions, it is preferable to use the integral representations found in the preceding section.

Asymptotic representations of the cylinder functions for large $|v|$ and fixed $z$ can be obtained rather simply from formulas (5.3.2), (5.4.5), (5.6.4) and (5.7.1.–2) by using Stirling’s formula (1.4.22). The problem of approximating the cylinder functions when both $|z|$ and $|v|$ are large is one of the most difficult problems of the theory. Some basic results along these lines can be found in Chapter 8 of Watson’s treatise, and new formulas of this type have been obtained in recent years by Langer\(^\text{15}\) and Cherry.\(^\text{16}\)

Of all the cylinder functions, the Hankel functions have the simplest asymptotic representations. We now derive an asymptotic representation of the function $H^{(1)}_v(z)$, starting from formula (5.10.20). Making the substitution $t = 1 + 2s$, we find that

\[
H^{(1)}_v(z) = \frac{2^{\nu + 1} e^{(z-v)v\pi}}{i\pi \Gamma(v + \frac{1}{2})} \int_0^\infty e^{2\pi v} s^{\nu - \frac{1}{2}} (1 + s)^{-\nu - \frac{1}{2}} ds, \quad \text{Re } \nu > -\frac{1}{2}, \quad 0 > \arg z < \pi.
\]

(5.11.1)

Replacing $(1 + s)^{-\nu - \frac{1}{2}}$ by its binomial expansion

\[
(1 + s)^{-\nu - \frac{1}{2}} = \sum_{k=0}^\infty \frac{(-1)^k (\frac{1}{2} - \nu)_k}{k!} s^k + \frac{(-1)^{\nu + 1} (\frac{1}{2} - \nu)_{\nu + 1}}{n!} s^{\nu + 1} \int_0^1 (1 - t)^{\nu} (1 + st)^{-\nu - \frac{1}{2}} dt
\]

(5.11.2)

---

\(^{15}\) R. E. Langer, On the asymptotic solutions of ordinary differential equations, with an application to the Bessel functions of large order, Trans. Amer. Math. Soc., 33, 23 (1931); On the asymptotic solutions of differential equations, with an application to the Bessel functions of large complex order, ibid., 34, 447 (1932).

with remainder, and integrating term by term, we obtain

\[
H_n^{(1)}(z) = \left( \frac{2}{\pi z} \right)^{1/2} \sum_{k=0}^{\infty} (\frac{-1}{2} - \nu - \frac{1}{4} n) \frac{k!}{(\nu + k)!} \frac{1}{k!} \frac{2(2zi)^{-k}}{(2zi)^{\nu - \frac{k}{2}}} + r_n(z).
\]

Here

\[
r_n(z) = \frac{(1)^{n+1}(\frac{1}{2} - \nu + k + 1)}{n!} \times \int_0^\infty e^{-2izt} s^{\nu + \frac{1}{2}} ds \int_0^1 (1 - t)^n (1 + st)^{\nu - \frac{1}{2}} dt,
\]

and we have used the formula

\[
\int_0^\infty e^{izt} t^{\nu - \frac{1}{2}} dt = \Gamma(\nu + \frac{1}{2})(\nu + \frac{1}{2})\Gamma(-z^2(\nu + \frac{1}{2})), \quad \Re \nu > -\frac{1}{2}, \quad 0 < \arg z < \pi,
\]

implied by (1.5.1).

Now suppose that \( \delta \leq \arg z \leq \pi - \delta \), where \( \delta \) is an arbitrarily small positive number, and for the time being, assume that \( \Re \nu - n - \frac{1}{2} \leq 0 \). Then, estimating \( |r_n(z)| \), we find that

\[
|r_n(z)| \leq \left| \frac{(\frac{1}{2} - \nu + k + 1)}{n!} \frac{1}{\Gamma(\nu + \frac{1}{2})} \right| \times \int_0^\infty e^{-2izt} \sin \delta \frac{\sin \delta}{\sin \delta} \Gamma(\Re \nu + \nu + \frac{3}{2}) ds \int_0^1 (1 - t)^n dt
\]

\[
= \frac{(\frac{1}{2} - \nu + k + 1)(2|z|)^{\Re \nu + \frac{1}{2}} e^{2\Re \nu + \frac{1}{2}} \sin \delta}{(n + 1)!} \Gamma(\nu + \frac{1}{2})(2|z|) \Gamma(\nu + \nu + \frac{3}{2}) = O(|z|^{-n - 1})
\]

for fixed \( \nu \). Therefore

\[
H_n^{(1)}(z) = \left( \frac{2}{\pi z} \right)^{1/2} e^{i\nu - \frac{1}{4} \nu - \frac{1}{4} n} \sum_{k=0}^{\infty} \frac{(\frac{1}{2} - \nu + \nu + k + 1)}{k!} (2zi)^{-k} + O(|z|^{-n - 1}),
\]

\( \Re \nu > -\frac{1}{2}, \delta \leq \arg z \leq \pi - \delta, \quad n \geq \Re \nu - \frac{1}{2} \) (5.11.3)

for large \( |z| \). Actually, the condition imposed on \( n \) can be dropped, since if

\( \Re \nu - n - \frac{1}{2} > 0 \)

Note that

\[
(1 + \zeta)^{n} = \sum_{k=0}^{n} (-1)^k \frac{(\lambda)^k}{k!} \zeta^k + (-1)^{n+1} \frac{(\lambda)^{n+1}}{n!} \zeta^{n+1} \int_0^1 (1 - t)^n (1 + \zeta)^{-n-1} dt,
\]

where

\[
|\arg (1 + \zeta)| < \pi, \quad (\lambda)_{n} = 1, \quad (\lambda)_{k} = \frac{\Gamma(\lambda + k)}{\Gamma(\lambda)} = \lambda(\lambda + 1) \cdots (\lambda + k - 1).
\]

For complex \( a \) and \( b \) we have

\[
|a|^b = |a|^b e^{-\Im b \arg a}.
\]
we can always find an integer \( m > n \) such that
\[
\Re \nu - m - \frac{3}{4} \leq 0.
\]
Then, representing \( H^{(1)}_\nu(z) \) by (5.11.3) with \( n \) replaced by \( m \), and noting that
\[
\sum_{k=0}^{n} \ldots + O(|z|^{-n-1}) = \sum_{k=0}^{n} \ldots + \sum_{k=n+1}^{m} \ldots + O(|z|^{-n-1})
\]
we again arrive at (5.11.3). Moreover, the relation
\[
H^{(1)}_\nu(z) = e^{-\nu i\pi} H^{(2)}_\nu(z)
\]
[cf. (5.6.5)] allows us to eliminate the condition imposed on the parameter \( \nu \), and in fact, by using an integral representation of a somewhat more general type than (5.10.20), it can be shown that the asymptotic formula (5.11.3) remains valid in the larger sector \(|\arg z| \leq \pi - \delta\). Finally, therefore, we have
\[
H^{(1)}_\nu(z) = \left(\frac{2}{\pi z}\right)^{1/2} e^{i(z-\frac{1}{2}y\pi - \frac{1}{4}\nu)} \left[ \sum_{k=0}^{n} (-1)^k (\nu, k)(2iz)^{-k} + O(|z|^{-n-1}) \right],
\]
for large \(|z|\), where we introduce the notation
\[
(\nu, k) = \frac{(-1)^k}{k!} \left( \frac{1}{2} - \nu \right)_k \left( \frac{1}{2} + \nu \right)_k = \frac{(4\nu^2 - 1)(4\nu^2 - 3^2) \cdots (4\nu^2 - (2k - 1)^2)}{2^{2k} k!},
\]
\[
(\nu, 0) = 1.
\]
An asymptotic representation of the function \( H^{(2)}_\nu(z) \) can be obtained in the same way, starting from formula (5.10.21). The result is
\[
H^{(2)}_\nu(z) = \left(\frac{2}{\pi z}\right)^{1/2} e^{-i(z-\frac{1}{2}y\pi - \frac{1}{4}\nu)} \left[ \sum_{k=0}^{n} (\nu, k)(2iz)^{-k} + O(|z|^{-n-1}) \right],
\]
which differs from (5.11.4) only by the sign of \( i \).
Asymptotic representations for the Bessel functions of the first and second kinds can be deduced from formulas (5.11.4–5) and the relations (5.6.1). Thus we find that\(^2\)
\[
J_{\nu}(z) = \left(\frac{2}{\pi z}\right)^{1/2} \cos \left( z - \frac{1}{2}y\pi - \frac{1}{4}\nu \right) \left[ \sum_{k=0}^{n} (-1)^k (\nu, 2k)(2z)^{-2k} + O(|z|^{-2n-2}) \right]
\]
\[
- \left(\frac{2}{\pi z}\right)^{1/2} \sin \left( z - \frac{1}{2}y\pi - \frac{1}{4}\nu \right) \times \left[ \sum_{k=0}^{n} (-1)^k (\nu, 2k + 1)(2z)^{-2k-1} + O(|z|^{-2n-3}) \right],
\]
\[
|\arg z| \leq \pi - \delta. \tag{5.11.6}
\]
\(^{19}\) G. N. Watson, op. cit., p. 196.
\(^{20}\) In (5.11.6–8) the integer \( n \) need not be the same in both sums.
and
\[ Y_\nu(z) = \left( \frac{2}{\pi z} \right)^{1/2} \cos \left( z - \frac{1}{2} \nu \pi - \frac{1}{4} \pi \right) \times \left[ \sum_{k=0}^{\infty} (-1)^k (\nu, 2k + 1)(2z)^{-2k-1} + O(|z|^{-2\nu-3}) \right] \]
\[ + \left( \frac{2}{\pi z} \right)^{1/2} \sin \left( z - \frac{1}{2} \nu \pi - \frac{1}{4} \pi \right) \left[ \sum_{k=0}^{\infty} (-1)^k (\nu, 2k)(2z)^{-2k} + O(|z|^{-2\nu-3}) \right], \quad |\arg z| \leq \pi - \delta. \quad (5.11.7) \]

Similarly, asymptotic formulas for the Bessel functions of imaginary argument can be derived from the integral representations (5.10.22, 24), or else by using the relations given in Sec. 5.7, in conjunction with formulas (5.11.4–5).

In this way, we find that
\[ I_\nu(z) = e^{\nu(2\pi z)^{-1/2}} \left[ \sum_{k=0}^{\infty} (-1)^k (\nu, k)(2z)^{-k} + O(|z|^{-\nu-1}) \right] \]
\[ + e^{-z} e^{\nu(\frac{1}{2})(2\pi z)^{-1/2}} \left[ \sum_{k=0}^{\infty} (\nu, k)(2z)^{-k} + O(|z|^{-\nu-1}) \right], \quad |\arg z| \leq \pi - \delta, \quad (5.11.8) \]

and
\[ K_\nu(z) = \left( \frac{\pi}{2z} \right)^{1/2} e^{-z} \left[ \sum_{k=0}^{\infty} (\nu, k)(2z)^{-k} + O(|z|^{-\nu-1}) \right], \quad |\arg z| \leq \pi - \delta, \quad (5.11.9) \]

where in (5.11.8) we choose the plus sign if \( \text{Im } z > 0 \) and the minus sign if \( \text{Im } z < 0 \). The second term in (5.11.8) will be small if \( |\arg z| \leq \frac{1}{2} \pi - \delta \), and then
\[ I_\nu(z) = e^{\nu(2\pi z)^{-1/2}} \left[ \sum_{k=0}^{\infty} (-1)^k (\nu, k)(2z)^{-k} + O(|z|^{-\nu-1}) \right], \quad |\arg z| \leq \frac{\pi}{2} - \delta. \quad (5.11.10) \]

The divergent series obtained by formally setting \( n = \infty \) in each of the formulas (5.11.4–10) is the asymptotic series (see Sec. 1.4) of the function appearing in the left-hand side.

The method used here to derive asymptotic expansions gives only the order of magnitude of the remainder term \( r_n(z) \), and does not furnish more exact information about the size of \( |r_n(z)| \). With suitable assumptions concerning \( z \) and \( \nu \), the considerations given above can be modified to yield much more exact results. For example, it can be shown\(^{21}\) that if \( z \) and \( \nu \) are

---

\(^{21}\) G. N. Watson, op. cit., p. 206.
positive real numbers, and if \( n \) is so large that \( 2n \geq \nu - \frac{1}{2} \), then the remainder in the asymptotic expansion of \( J_\nu(z) \) or \( Y_\nu(z) \) is smaller in absolute value than the first neglected term, while the same is true of the asymptotic expansion of \( K_\nu(x) \) if \( n \geq \nu - \frac{3}{2} \).

### 5.12. Addition Theorems for the Cylinder Functions

Given an arbitrary triangle with sides \( r_1, r_2 \) and \( R \), let \( \theta \) and \( \psi \) be the angles opposite the sides \( R \) and \( r_1 \), respectively (see Figure 16), so that

\[
R = \sqrt{r_1^2 + r_2^2 - 2r_1r_2 \cos \theta}, \quad \sin \psi = \frac{r_1}{R} \sin \theta.
\]

By an *addition theorem* for cylinder functions we mean an identity of the form

\[
Z_\nu(\lambda R) = f_\nu(r_1, r_2, 0) \sum_{m=0}^\infty \Phi^m(\lambda r_1) \Psi^m(\lambda r_2) \Theta^m(0), \tag{5.12.1}
\]

where \( \lambda \) is an arbitrary complex number with \( |\arg \lambda| < \pi \) (for integral \( \nu \), this condition can be dropped), and \( m \) ranges over some set of indices. Formula (5.12.1) is an expansion of the general cylinder function \( Z_\nu(\lambda R) \) in a series whose terms are obtained by multiplying some function \( f_\nu(r_1, r_2, 0) \), which is independent of the summation index \( m \), by three factors, each of which depends on only one of the variables \( r_1 \), \( r_2 \), \( 0 \).

Formulas of this kind play an important role in the applications, especially in mathematical physics. The simplest such formula is the following addition theorem for the Bessel function of the first kind of order zero:

\[
J_0(\lambda R) = \sum_{m=-\infty}^\infty J_m(\lambda r_1)J_m(\lambda r_2) e^{im\theta}, \tag{5.12.2}
\]

To prove (5.12.2), we first note that

\[
J_n(z) = \frac{1}{2\pi i} \int_C e^{zt} - t^{-1} z^{-1-n} dt, \quad n = 0, \pm 1, \pm 2, \ldots \tag{5.12.3}
\]

where \( C \) is an arbitrary closed contour surrounding the point \( t = 0 \). Introducing a new variable of integration \( u \) by writing

\[
t = \frac{r_1 u - r_2}{R},
\]

Formula (5.12.3) is a special case of (5.10.7) and can be proved immediately by using residues, after recalling the expansion (5.3.4).
and using the fact that
\[ R^2 = (r_1 e^{i\theta} - r_2)(r_1 e^{-i\theta} - r_2), \]
we have
\[ J_\nu(\lambda R) = \frac{1}{2\pi i} \int_{C'} \exp \left[ \frac{\lambda r_1}{2} \left( u e^{i\theta} - \frac{1}{u e^{i\theta}} \right) - \frac{\lambda r_2}{2} \left( u - \frac{1}{u} \right) \right] \frac{du}{u}, \]
where the integration is along a contour \( C' \) resembling \( C \). Moreover, according to (5.3.4),
\[ \exp \left[ \frac{\lambda r_2}{2} \left( u e^{i\theta} - \frac{1}{u e^{i\theta}} \right) \right] = \sum_{n=-\infty}^{\infty} J_n(\lambda r_1) e^{i\nu n \theta} u^n, \tag{5.12.4} \]
where the convergence is uniform in \( u \) on the contour \( C' \). Therefore, substituting (5.12.4) into (5.12.3) and integrating term by term, we find that
\[ J_\nu(\lambda R) = \sum_{m=-\infty}^{\infty} J_m(\lambda r_1) e^{i\nu m \theta} \sum_{n=-\infty}^{\infty} J_n(\lambda r_1) J_{-m}(\lambda r_2) e^{i\nu n \theta} = \sum_{m=-\infty}^{\infty} J_m(\lambda r_1) J_m(\lambda r_2) e^{i\nu m \theta}, \]
which proves (5.12.2).

We now give two generalizations of formula (5.12.2) to the case of Bessel functions of arbitrary order \( \nu \), referring the reader elsewhere for proofs.\(^{23}\) The first generalization is of the form\(^{24}\)
\[ J_\nu(\lambda R) \cos \frac{\nu\phi}{\sin \nu\phi} = \sum_{m=-\infty}^{\infty} J_{\nu+m}(\lambda r_2) J_{\nu-m}(\lambda r_1) \cos \frac{m\theta}{\sin m\theta}, \tag{5.12.5} \]
where \( \psi \) is shown in Figure 16, and \( r_2 > r_1 \) if \( \nu \) is nonintegral (for integral \( \nu \), this restriction can be dropped, i.e., \( r_1 \) and \( r_2 \) can be interchanged). The second generalization of (5.12.2) is given by the formula
\[ J_\nu(\lambda R) = 2^\nu \Gamma(\nu) \sum_{m=0}^{\infty} \frac{J_{\nu+m}(\lambda r_1) J_{\nu-m}(\lambda r_2)}{(\lambda r_1)^\nu(\lambda r_2)^{-\nu}} C_\nu^m(\cos \theta), \tag{5.12.6} \]
where \( r_1 \) and \( r_2 \) are arbitrary. Here the functions \( C_\nu^m(x) \), \( m = 0, 1, 2, \ldots \), known as the Gegenbauer polynomials, are defined as the coefficients in the expansion
\[ (1 - 2tx + t^2)^{-\nu} = \sum_{m=0}^{\infty} C_\nu^m(x) t^m, \tag{5.12.7} \]
[so that the function on the left is the generating function of the polynomials \( C_\nu^m(x) \)], and have the following explicit expressions:
\[ C_\nu^m(x) = \sum_{k=0}^{[m/2]} (-1)^k 2^{m-2k} \frac{\Gamma(\nu + m - k)}{\Gamma(\nu) k!(m - 2k)!} x^{m-2k}. \tag{5.12.8} \]

\(^{23}\) G. N. Watson, op. cit., Chap. 11.

\(^{24}\) Formula (5.12.5) is an abbreviated way of writing two formulas, one involving cosines in both sides, the other sines.
\[ C^{1/2}_0(x) = P_m(x). \]  
\[ (5.12.9) \]

For \( \nu = 0 \) we have

\[ C^0_m(x) \equiv 0, \quad m = 1, 2, \ldots, \]

but the product \( \Gamma(\nu) C^\nu_m(x) \) approaches a finite limit as \( \nu \to 0 \):

\[ \lim_{\nu \to 0} \nu(\nu + m)C^\nu_m(x) = 2\cos(m \arccos x), \quad m = 1, 2, \ldots \]  
\[ (5.12.10) \]

Therefore both formulas (5.12.5–6) reduce to (5.12.2) in the limit \( \nu \to 0 \).

For cylinder functions of other kinds, we have similar addition theorems, among which we cite the following:

\[ Z_\nu(\lambda R) \sin \psi \sum_{m=-\infty}^{\infty} \frac{Z_{\nu+m}(\lambda r_2)J_m(\lambda r_1)}{\sin m\psi} \cos m\theta, \]  
\[ (5.12.11) \]

\[ \frac{Z_\nu(\lambda R)}{(\lambda R)^2} = 2\nu(\nu + m) \frac{Z_{\nu+m}(\lambda r_2)J_m(\lambda r_1)}{(\lambda r_2)^2(\lambda r_1)^2} C^\nu_m(\cos \theta), \]  
\[ (5.12.12) \]

\[ I_\nu(\lambda R) \sin \psi \sum_{m=-\infty}^{\infty} (-1)^m I_{\nu+m}(\lambda r_2)J_m(\lambda r_1) \cos m\psi \cos \theta, \]  
\[ (5.12.13) \]

\[ \frac{I_\nu(\lambda R)}{(\lambda R)^2} = 2\nu(\nu + m) \frac{I_{\nu+m}(\lambda r_2)I_m(\lambda r_1)}{(\lambda r_2)^2(\lambda r_1)^2} C^\nu_m(\cos \theta), \]  
\[ (5.12.14) \]

\[ K_\nu(\lambda R) \sin \psi \sum_{m=-\infty}^{\infty} \frac{K_{\nu+m}(\lambda r_2)I_m(\lambda r_1)}{\sin m\psi} \cos m\theta, \]  
\[ (5.12.15) \]

\[ \frac{K_\nu(\lambda R)}{(\lambda R)^2} = 2\nu(\nu + m) \frac{K_{\nu+m}(\lambda r_2)I_m(\lambda r_1)}{(\lambda r_2)^2(\lambda r_1)^2} C^\nu_m(\cos \theta). \]  
\[ (5.12.16) \]

In formulas (5.12.11–13, 15–16), it is assumed that \( r_2 > r_1 \) unless \( \nu \) is an integer or \( Z_{\nu+m} = J_{\nu+m} \) in (5.12.12).

An important special case of these addition theorems, encountered in mathematical physics, occurs when \( \nu = \frac{1}{2} \). The formulas corresponding to this case are easily obtained by using (5.12.9), together with the results of Sec. 5.8.  

5.13. Zeros of the Cylinder Functions

In solving many applied problems, one needs information about the location of the zeros of cylinder functions in the complex plane, and in particular,

---

25 G. N. Watson, op. cit., p. 368.
one must be able to make approximate calculations of the values of these zeros. Here we cite without proof some important results along these lines.\textsuperscript{26} We begin by considering the distribution of zeros of the Bessel functions of the first kind, i.e., roots of the equation

\[ J_n(z) = 0. \quad (5.13.1) \]

Theorem 1 deals with the case of nonnegative integral \( n \), and Theorem 2 with the case of arbitrary real \( n \):

**Theorem 1.** The function \( J_n(z) \), \( n = 0, 1, 2, \ldots \) has no complex zeros, and has an infinite number of real zeros symmetrically located with respect to the point \( z = 0 \), which is itself a zero if \( n > 0 \). All the zeros of \( J_n(z) \) are simple, except the point \( z = 0 \), which is a zero of order \( n \) if \( n > 0 \).

**Theorem 2.** Let \( n \) be an arbitrary real number, and suppose that \(|\arg z| < \pi\). Then the function \( J_n(z) \) has an infinite number of positive real zeros, and a finite number \( 2N(n) \) of conjugate complex zeros, where

1. \( N(n) = 0 \) if \( n > -1 \) or \( n = -1, -2, \ldots \);
2. \( N(n) = m \) if \(-m - 1 < n < -m, \ m = 1, 2, \ldots \)

(In the second case, if \( [-n] \) is odd, there is a pair of purely imaginary zeros among the conjugate complex zeros.) Moreover, all the zeros are simple, except possibly the zero at the point \( z = 0 \).

The following generalization of equation (5.13.1) is often encountered in mathematical physics \((A\) and \(B\) are real):

\[ AJ_n(z) + BzJ'_n(z) = 0, \quad n > -1, \quad |\arg z| < \pi. \quad (5.13.2) \]

It can be shown that this equation has infinitely many positive real roots and no complex roots, unless

\[ \frac{A}{B} + n < 0, \]

in which case (5.13.2) also has two purely imaginary roots.\textsuperscript{27}

The distribution of zeros of the function \( I_n(z) \) can be deduced from Theorem 2 and the relations of Sec. 5.7. In particular, it should be noted that all the zeros of \( I_n(z) \) are purely imaginary if \( n > -1 \). If \( n \) is real, Macdonald’s function \( K_n(z) \) has no zeros in the region \(|\arg z| < \pi/2\). In the rest of the \( z \)-plane cut along the segment \([-\infty, 0]\), \( K_n(z) \) has a finite number of zeros.\textsuperscript{28}

\textsuperscript{26} The problem of the distribution of the zeros of cylinder functions is also of considerable theoretical interest, but lies outside the scope of this book. We again refer the reader interested in details to the specialized literature, e.g., Chap. 15 of Watson’s treatise. It should be noted that some of the results on zeros of cylinder functions can be derived by arguments of a completely elementary character.

\textsuperscript{27} G. N. Watson, op. cit., p. 482.

\textsuperscript{28} Ibid., p. 511.
To make approximate calculations of the roots of equations involving cylinder functions, one can use the method of successive approximations, where in many cases a good first approximation is given by the roots of the equations obtained when the cylinder functions are replaced by their asymptotic representations.

5.14. Expansions in Series and Integrals Involving Cylinder Functions

In mathematical physics, it is often necessary to expand a given function in terms of cylinder functions, where the form of the expansion depends on the specific nature of the problem (see Secs. 6.3–6.7). We now consider the most important of these expansions, whose role in various problems involving cylinder functions resembles that of Fourier series and Fourier integrals in problems involving trigonometric functions. Foremost among such expansions are series of the form

\[ f(r) = \sum_{m=1}^{\infty} c_m J_\nu \left( x_m \frac{r}{a} \right), \quad 0 < r < a, \quad \nu \geq -\frac{1}{2}, \quad (5.14.1) \]

where \( f(r) \) is a given real function defined in the interval \((0, a)\), \( J_\nu(x) \) is a Bessel function of the first kind of real order \( \nu \geq -\frac{1}{2} \), and

\[ 0 < x_{v_1} < \cdots < x_{v_m} < \cdots \]

are the positive roots of the equation \( J_\nu(x) = 0 \). The expansion coefficients \( c_m \) can be determined by using an orthogonality property of the system of functions

\[ J_\nu \left( x_m \frac{r}{a} \right), \quad m = 1, 2, \ldots, \quad (5.14.2) \]

which is proved as follows: Let \( \alpha \) and \( \beta \) be distinct nonzero real numbers, and let

\[ u_\alpha^r + \frac{1}{r} u_\alpha^r + \left( \alpha^2 - \frac{\nu^2}{r^2} \right) u_\alpha = 0, \quad u_\beta^r + \frac{1}{r} u_\beta^r + \left( \beta^2 - \frac{\nu^2}{r^2} \right) u_\beta = 0 \]

be the equations satisfied by the functions \( u_\alpha = J_\nu(\alpha r) \) and \( u_\beta = J_\nu(\beta r) \). Subtracting the second equation multiplied by \( ru_\alpha \) from the first equation multiplied by \( ru_\beta \), and integrating the result from 0 to \( a \), we find that

\[ (\alpha^2 - \beta^2) \int_0^a ru_\alpha u_\beta \, dr = \left. r(u_\alpha u_\beta^r - u_\alpha^ru_\beta) \right|_0^a, \]

which implies

\[ \int_0^a rJ_\nu(\alpha r)J_\nu(\beta r) \, dr = \frac{\alpha \beta J_\nu(\alpha \beta) J'_\nu(\beta a) - \alpha \beta J_\nu(\beta \alpha) J'_\nu(\alpha a)}{\alpha^2 - \beta^2} \quad (5.14.3) \]
if \( \nu > -1 \). Setting \( \alpha = x_m/a, \beta = x_n/a \) in (5.14.3), we obtain the formula

\[
\int_0^a rJ_r(x_m r/a)J_r(x_n r/a) \, dr = 0 \quad \text{if} \quad m \neq n, \tag{5.14.4}
\]

which shows that the system (5.14.2) is orthogonal with weight \( r \) on the interval \([0, a] \) (see Sec. 4.1).

Taking the limit of (5.14.3) as \( \beta \to \alpha \), with the aid of L’Hospital’s rule, and using Bessel’s equation to eliminate \( J_r^\nu \), we find that

\[
\int_0^a rJ_r^2(\alpha r) \, dr = \frac{a^2}{2} \left[ J_\nu^2(\alpha a) + \left( 1 - \frac{\nu^2}{\alpha^2 a^2} \right) J_\nu^2(\alpha a) \right], \tag{5.14.5}
\]

or, using the relations (5.3.5),

\[
\int_0^a rJ_r^2(x_n r/a) \, dr = \frac{a^2}{2} J_\nu^2(x_n) = \frac{a^2}{2} J_{\nu+1}^2(x_n). \tag{5.14.6}
\]

Then, assuming that an expansion of the form (5.14.1) is possible, multiplying by \( rJ_r(x_m r/a) \) and integrating term by term from 0 to \( a \), we obtain the following formal values of the coefficients \( c_n \):

\[
c_n = \frac{2}{a^2 J_{\nu+1}^2(x_m)} \int_0^a rf(r)J_r(x_m r/a) \, dr, \quad m = 1, 2, \ldots \tag{5.14.7}
\]

The series (5.14.1), with coefficients calculated from (5.14.7), is called the Fourier-Bessel series of the function \( f(r) \).

We now cite a theorem which gives conditions under which the Fourier-Bessel series of the function \( f(r) \) actually converges and has the sum \( f(r) \):

**Theorem 3.**

Suppose the real function \( f(r) \) is piecewise continuous in \((0, a)\) and of bounded variation in every subinterval \([r_1, r_2]\), where \( 0 < r_1 < r_2 < a \). Then, if the integral

\[
\int_0^a \sqrt{r} |f(r)| \, dr
\]

is finite, the Fourier-Bessel series (5.14.1) converges to \( f(r) \) at every continuity point of \( f(r) \), and to

\[
\frac{1}{2} [f(r + 0) + f(r - 0)]
\]

at every discontinuity point of \( f(r) \).

Next, we consider an important generalization of the concept of a Fourier-Bessel series. Suppose the function \( f(r) \) is expanded in a series of the form (5.14.1), where this time the numbers

\[
0 < x_{i1} < \cdots < x_{in} < \cdots
\]

---

29 The details are given in G. P. Tolstov, *op. cit.*, p. 218.
30 For the proof, see G. N. Watson, *op. cit.*, p. 591.
are the roots of the equation
\[ AJ_0(x) + BxJ'_0(x) = 0, \]  
(5.14.8)
n instead of the equation \( J_0(x) = 0 \). Then it is an immediate consequence of formulas (5.14.3, 5, 8) that
\[ \int_0^\infty rJ_m \left( \frac{r}{a} \right) J_n \left( \frac{r}{a} \right) \, dr = \begin{cases} 0 & \text{if } m \neq n, \\ \frac{a^2}{2} \left[ J_m^2(x_m) + \left( 1 - \frac{x_m^2}{x_n^2} \right) J_n^2(x_m) \right] & \text{if } m = n, \end{cases} \]
and therefore the coefficients \( c_m \) are now given by
\[ c_m = \frac{2}{a^2 [J_m^2(x_m) + [1 - (x_m^2/x_n^2)]J_n^2(x_m)]} \int_0^\infty r f(r) J_m \left( \frac{r}{a} \right) \, dr. \]  
(5.14.10)
The series (5.14.1), with coefficients calculated from (5.14.10), is called the Dini series\(^{32}\) of the function \( f(r) \). If \( f(r) \) satisfies the conditions of Theorem 3, and if \( AB^{-1} + \nu > 0 \), then the Dini series of \( f(r) \) actually converges to \( f(r) \) at every continuity point.\(^{33}\) Both Fourier-Bessel series and Dini series play an important role in problems of mathematical physics, and examples of such expansions will be given in Secs. 6.3 and 6.7.

We now turn to expansions of a function \( f(r) \) defined in the infinite interval \( (0, \infty) \), in terms of integrals involving Bessel functions. Among such expansions, the one of greatest practical importance is the Fourier-Bessel integral, defined by
\[ f(r) = \int_0^\infty \lambda J_\nu(\lambda r) \, d\lambda \int_0^\infty \rho J_\nu(\rho r) f(\rho) \, d\rho, \quad 0 < r < \infty, \quad \nu > -\frac{1}{2}. \]  
(5.14.11)

Formula (5.14.11) is sometimes called Hankel’s integral theorem, and is valid at every continuity point of \( f(r) \) provided that
1. The function \( f(r) \), defined in the infinite interval \( (0, \infty) \), is piecewise continuous and of bounded variation in every finite subinterval \( [r_1, r_2] \), where \( 0 < r_1 < r_2 < \infty \);
2. The integral
\[ \int_0^\infty \sqrt{r} |f(r)| \, dr \]
is finite.\(^{34}\)

\(^{32}\) Called a Fourier-Bessel series of the second type in G. P. Tolstov, op. cit., p. 237.

\(^{33}\) For the proof, see G. N. Watson, op. cit., p. 596 ff., where one will also find the modifications that must be made in the Dini series if \( AB^{-1} + \nu \equiv 0 \).

\(^{34}\) For the proof, see G. N. Watson, op. cit., p. 456 ff. At discontinuity points, the integral in the right-hand side of (5.4.11) equals
\[ \frac{1}{2} [f(r + 0) + f(r - 0)]. \]
As examples of Fourier-Bessel integrals, consider the expansions
\[ \frac{1}{\sqrt{x^2 + r^2}} = \int_0^\infty e^{-\lambda \sqrt{x^2 + r^2}} J_0(\lambda r) \, d\lambda, \]  
\[ \frac{e^{-i\lambda \sqrt{x^2 + r^2}}}{\sqrt{x^2 + r^2}} = \int e^{-i\lambda \sqrt{x^2 + r^2}} \frac{\lambda J_0(\lambda r)}{\sqrt{\lambda^2 + k^2}} \, d\lambda \]  
(with real \( x \) and \( r \), implied by formulas (5.15.1, 7) below).

The author has studied another integral expansion of a completely different type, involving integration with respect to the order of the cylinder function.\(^{35}\) This expansion, which turns out to be very useful in solving certain problems of mathematical physics (see Secs. 6.5–6) is of the form
\[ f(x) = \frac{2}{\pi^2} \int_0^\infty \tau \sinh \pi \tau \frac{K_{\nu}(x)}{\sqrt{x}} \, d\tau \int_0^\infty \frac{f(\xi)}{\sqrt{\xi}} K_{i\nu}(\xi) \, d\xi, \]  
\( x > 0, \) \( \nu = i\tau. \) Formula (5.14.14) is valid at every continuity point of \( f(x) \) provided that

1. The function \( f(x) \), defined in the infinite interval \( (0, \infty) \), is piecewise continuous and of bounded variation in every finite subinterval \( [x_1, x_2] \), where \( 0 < x_1 < x_2 < \infty; \)
2. The integrals
\[ \int_0^{1/2} |f(x)| x^{-1/2} \log \frac{1}{x} \, dx, \quad \int_{1/2}^\infty |f(x)| \, dx \]  
are finite.

**Example.** An expansion of this type is\(^{36}\)
\[ f(x) = \sqrt{x} e^{-x \cos \theta} = \frac{2}{\pi} \int_0^{\infty} \tau \sin \pi \frac{K_\nu(x)}{\sin \pi \nu} \, d\tau. \]  
(5.14.16)

### 5.15. Definite Integrals Involving Cylinder Functions

In the applications, it is often necessary to evaluate integrals involving cylinder functions in combination with various elementary functions or special

\[ \frac{1}{2} [f(x + 0) + f(x - 0)]. \]

functions of other kinds. Such integrals are usually evaluated by replacing the cylinder function by a series or by a suitable integral representation, and then reversing the order in which the operations are carried out. Since an extremely detailed treatment of this whole topic is available in the literature, we confine ourselves here to a few examples which illustrate the method and lead to some results needed later in the book.

**Example 1.** Evaluate the integral

\[
\int_0^\infty e^{-ax}J_0(bx)\,dx, \quad a > 0, \quad b > 0.
\]

Replacing \(J_0(bx)\) by its integral representation (5.10.8), we find that

\[
\int_0^\infty e^{-ax}J_0(bx)\,dx = \int_0^\infty e^{-ax}\,dx \frac{1}{\pi} \int_0^{\pi/2} \cos(bx \sin \varphi)\,d\varphi
\]

\[
= \frac{2}{\pi} \int_0^{\pi/2} d\varphi \int_0^\infty e^{-ax} \cos(bx \sin \varphi)\,dx
\]

\[
= \frac{2}{\pi} \int_0^{\pi/2} a \,d\varphi \int_0^\infty \frac{\cos(bx \sin \varphi)}{a^2 + b^2 \sin^2 \varphi},
\]

where the absolute convergence of the double integral justifies reversing the order of integration. Evaluating the last integral, we have

\[
\int_0^\infty e^{-ax}J_0(bx)\,dx = \frac{1}{\sqrt{a^2 + b^2}}, \quad a > 0, \quad b > 0. \tag{5.15.1}
\]

**Example 2.** Evaluate Weber's integral

\[
\int_0^\infty e^{-ax^2}J_0(bx)\,dx, \quad a > 0, \quad b > 0, \quad \text{Re}\,v > -1.
\]

Replacing \(J_0(bx)\) by its series expansion (5.3.2) and integrating term by term, we find that

\[
\int_0^\infty e^{-ax^2}J_0(bx)\,dx = \int_0^\infty e^{-ax^2}x^{v+1}\,dx \sum_{k=0}^{\infty} \frac{(-1)^k(bx/2)^{v+2k}}{k!\Gamma(k + v + 1)}
\]

\[
= \sum_{k=0}^{\infty} \frac{(-1)^k}{k!\Gamma(k + v + 1)} \left(\frac{b}{2}\right)^{v+2k} \int_0^\infty e^{-ax^2}x^{v+2k+1}\,dx
\]

\[
= \sum_{k=0}^{\infty} \frac{(-1)^k}{k!\Gamma(k + v + 1)} \left(\frac{b}{2}\right)^{v+2k} \frac{1}{2a^{v+2k+2}} \int_0^\infty e^{-t(v+k)}\,dt
\]

\[
= \frac{b^v}{(2a^2)^{v+1}} \sum_{k=0}^{\infty} \frac{(-b^2/4a^2)^k}{k!}.
\]

where reversing the order of integration and summation is again justified by an absolute convergence argument. Summing the last series, we have

\[
\int_0^\infty e^{-2\sigma^2}J_\nu(bx)x^{\nu+1}\,dx = \frac{b^\nu}{(2\sigma^2)^{\nu+1}} e^{-2\sigma^2 x^2}, \quad a > 0, \ b > 0, \ \text{Re} \ \nu > -1.
\]  

**Example 3. Evaluate the integral**

\[
\int_0^\infty \frac{x^{\nu+1}J_\nu(bx)}{(x^2 + a^2)^{\nu+1}} \,dx, \quad a > 0, \ b > 0, \ -1 < \text{Re} \ \nu < 2 \text{Re} \ \mu + \frac{1}{2},
\]

often encountered in the applications. First we replace the function \((x^2 + a^2)^{-\nu-1}\) by an integral of the type (1.5.1), i.e.,

\[
\frac{1}{(x^2 + a^2)^{\mu+1}} = \frac{1}{\Gamma(\mu + 1)} \int_0^\infty e^{-u(x^2 + a^2)} \mu \,dt, \quad \text{Re} \ \mu > -1,
\]

assuming temporarily that \(-1 < \text{Re} \ \nu < 2 \text{Re} \ \mu + \frac{1}{2}\) (this guarantees absolute convergence of the relevant double integral). Then, using (5.15.2) and the integral representation (5.10.25) of Macdonald’s function, we find that

\[
\int_0^\infty \frac{x^{\nu+1}J_\nu(bx)}{(x^2 + a^2)^{\mu+1}} \,dx = \frac{1}{\Gamma(\mu + 1)} \int_0^\infty e^{-u(x^2 + a^2)} \mu \,dt \int_0^\infty e^{-x^2}J_\nu(bx)x^{\nu+1} \,dx
\]

\[
= \frac{b^\nu}{2\nu+1} \frac{\Gamma(\mu + 1)}{\Gamma(\nu+1)} \int_0^\infty e^{-u(x^2 + a^2)} \mu \,dt \int_0^\infty e^{-u(x^2 + a^2)} \mu \,du
\]

\[
= \frac{b^\nu}{2\nu+1} \frac{\Gamma(\mu + 1)}{\Gamma(\nu+1)} K_{\nu-\mu}(ab).
\]

The extension of this result to values of the parameter \(\mu\) satisfying the weaker condition \(-1 < \text{Re} \ \nu < 2 \text{Re} \ \mu + \frac{3}{2}\) is accomplished by using the principle of analytic continuation. Thus we have

\[
\int_0^\infty \frac{x^{\nu+1}J_\nu(bx)}{(x^2 + a^2)^{\mu+1}} \,dx = \frac{a^{\nu-\mu}b^\mu}{2\mu\Gamma(\nu+1)} K_{\nu-\mu}(ab), \quad a > 0, \ b > 0, \ -1 < \text{Re} \ \nu < 2 \text{Re} \ \mu + \frac{3}{2}.
\]  

In particular, setting \(\mu = -\frac{1}{2}, \ \nu = 0\) and using (5.8.5), we obtain the integral

\[
\int_0^\infty \frac{xJ_\nu(bx)}{\sqrt{x^2 + a^2}} \,dx = \frac{a^{-\nu}b}{b}, \quad a > 0, \ b > 0.
\]

**Example 4. Evaluate the integral**

\[
\int_0^\infty \frac{K_\nu(a\sqrt{x^2 + y^2})}{(x^2 + y^2)^{1/2}} J_\nu(bx)x^{\nu+1} \,dx,
\]

\[
a > 0, \ b > 0, \ y > 0, \ \text{Re} \ \nu > -1,
\]
which also has numerous applications to mathematical physics. Using the integral representation (5.10.25) and formula (5.15.2), we find that

\[
\int_0^\infty K_\nu(a\sqrt{x^2+y^2}) J_\nu(bx) x^{\nu+1} \, dx
\]

\[
= \frac{a^{\nu}}{2^{\nu+1}} \int_0^\infty J_\nu(bx) x^{\nu+1} \, dx \int_0^\infty e^{-t-[a^2(x^2+y^2)/4t]} \frac{dt}{t^{\nu+1}}
\]

\[
= \frac{a^{\nu}}{2^{\nu+1}} \int_0^\infty e^{-t-(a^2y^2/4t)} \frac{dt}{t^{\nu+1}} \int_0^\infty e^{-a^2x^2/4t} J_\nu(bx) x^{\nu+1} \, dx
\]

\[
= 2^{\nu-\nu} a^{\nu+2\nu} - 2b^{\nu} \int_0^\infty e^{-t-(a^2y^2/4t)-(a^2y^2/4t)} \frac{dt}{t^{\nu+1}}
\]

\[
= 2^{\nu-\nu} a^{\nu+2\nu} - b^{\nu} \int_0^\infty e^{-u-(a^2u^2+(b^2u^2/4u)} \frac{du}{u^{\nu+1}}
\]

\[
= \frac{b^{\nu}}{a^{\nu}} \left( \frac{\sqrt{a^2+b^2}}{y} \right)^{\nu-1} K_{\nu-1}(y\sqrt{a^2+b^2}).
\]

By choosing various values of the parameters in the identity

\[
\int_0^\infty K_\nu(a\sqrt{x^2+y^2}) J_\nu(bx) x^{\nu+1} \, dx = \frac{b^{\nu}}{a^{\nu}} \left( \frac{\sqrt{a^2+b^2}}{y} \right)^{\nu-1} K_{\nu-1}(y\sqrt{a^2+b^2}),
\]

\[a > 0, \quad b > 0, \quad y > 0, \quad \Re \nu > -1, \quad (5.15.6)\]

we can derive a number of useful formulas encountered in the applications. For example, setting \( \mu = \frac{1}{2}, \nu = 0 \), we have

\[
\int_0^\infty \frac{e^{-a\sqrt{x^2+y^2}} x^\nu}{\sqrt{x^2+y^2}} J_\nu(bx) x \, dx = \frac{e^{-\sqrt{a^2+b^2}}}{\sqrt{a^2+b^2}}.
\]

\[5.15.7\]

5.16. Cylinder Functions of Nonnegative Argument and Order

We now collect some elementary and easily verified results pertaining to the very important case of cylinder functions where both the argument \( x \) and the order \( \nu \) are nonnegative real numbers:

1. **Bessel functions of the first kind.** For \( x \geq 0 \) and \( \nu \geq 0 \), the function \( J_\nu(x) \) is real and bounded, and has an oscillatory character. Its behavior for small and large values of \( x \) is described by the asymptotic formulas

\[
J_\nu(x) \approx \frac{x^\nu}{2^{\nu+1}(1+\nu)}, \quad x \to 0,
\]

\[
J_\nu(x) \approx \sqrt{\frac{2}{\pi x}} \cos (x - \frac{1}{2}\nu \pi - \frac{1}{2} \pi), \quad x \to \infty.
\]

\[5.16.1\]
$J_\nu(x)$ has infinitely many zeros, including the point $x = 0$ if $\nu > 0$. The graphs of $J_0(x)$ and $J_\nu(x)$ are shown in Figure 17.

![Graph of $J_0(x)$ and $J_\nu(x)$](image)

**Figure 17**

2. **Bessel functions of the second kind.** For $x > 0$ and $\nu \geq 0$, the function $Y_\nu(x)$ is an oscillatory real function, which is bounded at infinity. Its behavior for small and large values of $x$ is described by the asymptotic formulas

\[
Y_\nu(x) \approx -\frac{2^{\nu+1}}{\pi x^\nu} \, x \to 0, \quad \nu > 0,
\]

\[
Y_\nu(x) \approx \frac{2}{\pi x} \sin \left( x - \frac{\nu \pi}{2} - \frac{\pi}{4} \right), \quad x \to \infty,
\]

\[
Y_\nu(x) \approx -\frac{2}{\pi} \log \frac{2}{x} \quad x \to 0,
\]

which show, in particular, that $Y_\nu(x) \to -\infty$ as $x \to 0$.

3. **Bessel functions of the third kind.** For $x > 0$ and $\nu \geq 0$, the Hankel functions $H^{(1)}_{\nu}(x)$ and $H^{(2)}_{\nu}(x)$ are conjugate complex functions, which are bounded at infinity. Their behavior for small and large values of $x$ is described by the asymptotic formulas

\[
H^{(1)}_{\nu}(x) \approx i \left( \frac{2}{\lambda} \right)^{\nu} \frac{\Gamma(\nu)}{\pi} \, x \to 0, \quad \nu > 0,
\]

\[
H^{(1)}_{\nu}(x) \approx i \frac{2}{\pi x} e^{i \pi \left( \frac{\nu}{2} - \frac{1}{4} \right)} \, x \to \infty,
\]

\[
H^{(2)}_{\nu}(x) \approx -\frac{2}{\pi} \log \frac{2}{x} \quad x \to 0,
\]
where the upper sign corresponds to the case \( p = 1 \), and the lower sign to the case \( p = 2 \). Obviously, \( H_v^p(x) \to \infty \) as \( x \to 0 \).

4. **Bessel functions of imaginary argument.** For \( x > 0 \) and \( \nu \geq 0 \), \( I_\nu(x) \) is a positive function which increases monotonically as \( x \to \infty \), while \( K_\nu(x) \) is a positive function which decreases monotonically as \( x \to \infty \).\(^{38}\)  

For small \( x \) we have the asymptotic formulas

\[
I_\nu(x) \approx \frac{x^\nu}{2^\nu \Gamma(1 + \nu)}, \quad x \to 0,
\]

\[
K_\nu(x) \approx \frac{2^{\nu-1} \Gamma(\nu)}{x^\nu}, \quad x \to 0,
\]

\[
K_\nu(x) \approx \log \frac{2}{x}, \quad x \to 0,
\]

and therefore

\[ I_\nu(0) = 0 \quad \text{if} \ \nu > 0, \quad I_0(0) = 1, \quad K_\nu(0) = \infty. \]

The asymptotic behavior of these functions as \( x \to \infty \) is given by

\[
I_\nu(x) \approx \frac{e^x}{\sqrt{2\pi x}}, \quad x \to \infty,
\]

\[
K_\nu(x) \approx \frac{\sqrt{\pi}}{\sqrt{2x}} e^{-x}, \quad x \to \infty.
\]

Clearly, neither function has any zeros for \( x > 0 \).

5.17. **Airy function**

The solutions of the second-order linear differential equation

\[ u'' - zu = 0 \]  \hspace{1cm} (5.17.1)

are called **Airy functions**. These functions are closely related to the cylinder functions, and play an important role in the theory of asymptotic representations of various special functions arising as solutions of linear differential equations.\(^{39}\) In particular, the Airy functions turn out to be useful in deriving asymptotic representations of the cylinder functions for large values of \( |z| \) and \( |\nu| \), valid in an extended region of values of \( z \) and \( \nu \). The Airy functions also have a variety of applications to mathematical physics, e.g., the theory of diffraction of radio waves around the earth's surface.\(^{40}\)

---

\(^{38}\) This fact about \( K_\nu(x) \) follows from the integral representation (5.10.23).


We now present the rudiments of the theory of Airy functions. Choosing \( \alpha = -1, \gamma = 1 \) in the second of the equations (5.4.11–12), and using the results of Sec. 5.7, we find that the general solution of (5.17.1) can be expressed in terms of Bessel functions of imaginary argument of order \( \nu = \pm \frac{1}{3} \). In particular, two linearly independent solutions of (5.17.1) are

\[
\begin{align*}
 u &= u_1 = \text{Ai}(z) = \frac{z^{1/2}}{3} \left[ I_{-1/3}\left(\frac{2z^{3/2}}{3}\right) - I_{1/3}\left(\frac{2z^{3/2}}{3}\right) \right] \\
 u &= u_2 = \text{Bi}(z) = \left(\frac{z}{3} \right)^{1/2} \left[ I_{-1/3}\left(\frac{2z^{3/2}}{3}\right) + I_{1/3}\left(\frac{2z^{3/2}}{3}\right) \right], \quad |\arg z| < \frac{2\pi}{3},
\end{align*}
\]

(5.17.2)

called the Airy functions of the first and second kind, respectively. Replacing \( I_{\pm 1/3} \) by the series expansion (5.7.1), we obtain the expansions

\[
\begin{align*}
\text{Ai}(z) &= \sum_{k=0}^{\infty} \frac{z^{3k}}{3^{3k} k! \Gamma\left(k + \frac{1}{3}\right)} - \sum_{k=0}^{\infty} \frac{z^{3k+1}}{3^{3k+1} k! \Gamma\left(k + \frac{5}{3}\right)}, \quad |z| < \infty, \\
\text{Bi}(z) &= 3^{1/2} \left[ \sum_{k=0}^{\infty} \frac{z^{3k}}{3^{3k} k! \Gamma\left(k + \frac{1}{3}\right)} + \sum_{k=0}^{\infty} \frac{z^{3k+1}}{3^{3k+1} k! \Gamma\left(k + \frac{5}{3}\right)} \right], \quad |z| < \infty,
\end{align*}
\]

(5.17.3)

which show that the Airy functions are entire functions of \( z \).

We can also write (5.17.3) in another, somewhat more concise form. For example, the first expansion is equivalent to

\[
\text{Ai}(z) = \frac{2}{3^{7/6}} \sum_{k=0}^{\infty} \frac{\sin \left(\frac{2\pi}{3} \left(k + 1\right)\right)}{\Gamma\left(k + \frac{1}{3}\right) \Gamma\left(k + \frac{2}{3}\right)} \left(\frac{z}{3^{2/3}}\right)^k, \quad |z| < \infty. \quad (5.17.4)
\]

Using the “triplication formula” for the gamma function [Problem 4, formula (i), p. 14] we can transform (5.17.4) into

\[
\text{Ai}(z) = \frac{3^{-2/3}}{\pi} \sum_{k=0}^{\infty} \frac{\Gamma\left(k + \frac{1}{3}\right)}{k!} \sin \left(\frac{2\pi}{3} (k + 1)\right) \left(3^{1/3} z\right)^k, \quad |z| < \infty. \quad (5.17.5)
\]

It follows from (5.17.3) that the Airy functions \( \text{Ai}(z) \) and \( \text{Bi}(z) \) can be defined as the solutions of equation (5.17.1) satisfying the initial conditions

\[
\begin{align*}
 u_1(0) &= \text{Ai}(0) = \frac{3^{-2/3}}{\Gamma\left(\frac{1}{3}\right)}, & u_1'(0) &= \text{Ai}'(0) = -\frac{3^{-4/3}}{\Gamma\left(\frac{1}{3}\right)}, \\
 u_2(0) &= \text{Bi}(0) = \frac{3^{-1/6}}{\Gamma\left(\frac{1}{3}\right)}, & u_2'(0) &= \text{Bi}'(0) = \frac{3^{-5/6}}{\Gamma\left(\frac{1}{3}\right)}.
\end{align*}
\]

(5.17.6)
The Wronskian of this pair of solutions is

$$W(A\textit{i}(z), B\textit{i}(z)) = W(A\textit{i}(z), B\textit{i}(z))_{z=0} = \frac{1}{\pi}$$  \hspace{1cm} (5.17.7)

where we again use the triplication formula for the gamma function. We can also calculate (5.17.7) directly from (5.17.2) and (5.9.5).

Asymptotic representations of the Airy functions for large $|z|$ can be deduced from the corresponding results of Sec. 5.11. In particular, we have

$$A\textit{i}(z) = \frac{\pi^{-1/4}}{2} z^{-1/4} e^{-\frac{2}{3}z^{3/2}} [1 + O(|z|^{-3/2})], \quad |\arg z| < \frac{\pi}{3} - \delta, \hspace{1cm} (5.17.8)$$

$$B\textit{i}(z) = \pi^{-1/4} z^{-1/4} e^{\frac{2}{3}z^{3/2}} [1 + O(|z|^{-3/2})], \quad |\arg z| < \frac{\pi}{3} - \delta. \hspace{1cm} (5.17.9)$$

It follows at once from (5.17.3), (5.7.1) and (5.3.2) that the Airy functions of argument $-z$ can be expressed in terms of Bessel functions of the first kind of order $\nu = \pm\frac{i}{3}$:

$$A\textit{i}(-z) = \frac{2^{1/2}}{3} \left[ J_{-1/3}(\frac{2}{3}z^{3/2}) - J_{1/3}(\frac{2}{3}z^{3/2}) \right], \quad |\arg z| < \frac{2\pi}{3}, \hspace{1cm} (5.17.10)$$

$$B\textit{i}(-z) = \left(\frac{2}{3}\right)^{1/2} \left[ J_{1/3}(\frac{2}{3}z^{3/2}) + J_{-1/3}(\frac{2}{3}z^{3/2}) \right], \quad |\arg z| < \frac{2\pi}{3}.$$  \hspace{1cm} (5.17.11)

Then, using the asymptotic representation (5.11.6), we find that

$$A\textit{i}(-x) \approx \pi^{-1/2} x^{-1/4} \cos \left(\frac{2}{3} x^{3/2} - \frac{\pi}{4}\right), \quad x \to \infty, \hspace{1cm} (5.17.11)$$

$$B\textit{i}(-x) \approx -\pi^{-1/2} x^{-1/4} \sin \left(\frac{2}{3} x^{3/2} - \frac{\pi}{4}\right), \quad x \to \infty,$$

which shows that the Airy functions have an oscillatory character for large negative values of the argument.

Finally, we note that the definition of $A\textit{i}(x)$ and the integral representation of Macdonald’s function given in Problem 6, formula (ii), p. 140, imply

$$A\textit{i}(x) = \frac{2x^{1/2}}{3\pi} \int_0^\infty \cos \left(\frac{2x^{3/2}}{3} \sinh \frac{y}{3}\right) \cosh \frac{y}{3} \, dy, \quad x > 0.$$

After making the substitution

$$\sinh \frac{y}{3} = \frac{1}{2} x^{1/2} t,$$

this gives the following integral representation of $A\textit{i}(x)$:

$$A\textit{i}(x) = \frac{1}{\pi} \int_0^\infty \cos \left(\frac{4t^2}{3} + xt\right) \, dt, \quad x > 0. \hspace{1cm} (5.17.12)$$

---

41 For a proof of the first equality in (5.17.7), cf. E. A. Coddington, op. cit., Theorem 8, p. 113.
A somewhat more complicated argument gives the following integral representation of $\text{Bi}(x)^{42}$

\[
\text{Bi}(x) = \frac{1}{\pi} \int_0^\infty \left[ e^{-\frac{1}{2}t^2} \ast e^{xt} + \sin \left( \frac{1}{4}t^2 + xt \right) \right] dt, \quad x \geq 0.
\]

For an integral representation of $[\text{Ai}(x)]^2$, see Problem 22, p. 142.

PROBLEMS

1. Derive the integral representation$^{43}$

\[
J_n^2(z) = \frac{2}{\pi} \int_0^{\infty} J_n(2z \cos\theta) \cos 2n\theta \, d\theta, \quad n = 0, 1, 2, \ldots
\]

2. Derive the following formula involving products of Bessel functions:$^{44}$

\[
J_n(z)J_n(z') = \frac{1}{\pi} \int_0^\infty J_n(\sqrt{x^2 + z'^2} - 2xz' \cos\theta) \cos n\theta \, d\theta, \quad n = 0, 1, 2, \ldots
\]

Hint. Use the addition theorem (5.12.2).

3. Derive the integral representations

\[
J_n(x) = \frac{2}{\pi} \int_0^\infty \sin \left( x \cosh t - \frac{\nu\pi}{2} \right) \cosh \nu t \, dt, \quad -1 < \Re\nu < 1, \quad x > 0,
\]

\[
Y_n(x) = -\frac{2}{\pi} \int_0^\infty \cos \left( x \cosh t - \frac{\nu\pi}{2} \right) \cosh \nu t \, dt, \quad -1 < \Re\nu < 1, \quad x > 0.
\]

Hint. Use formulas (5.10.14, 15).

4. Derive the formulas

\[
H^{(1)}_\nu(z) = \left( \frac{2}{\pi z^2} \right)^{1/2} e^{i\nu\pi - \frac{1}{2}i\pi - \frac{1}{2}i\pi} \int_0^\infty e^{-\nu s - \frac{1}{2}s^2} \left( 1 - \frac{s}{2iz} \right)^{\nu - \frac{1}{2}} \, ds,
\]

\[
\quad \Re \nu > -\frac{1}{2}, \quad -\frac{1}{2} < \arg z < \pi,
\]

\[
H^{(2)}_\nu(z) = \left( \frac{2}{\pi z^2} \right)^{1/2} e^{-i\nu\pi - \frac{1}{2}i\pi - \frac{1}{2}i\pi} \int_0^\infty e^{-\nu s - \frac{1}{2}s^2} \left( 1 + \frac{s}{2iz} \right)^{\nu - \frac{1}{2}} \, ds,
\]

\[
\quad \Re \nu > -\frac{1}{2}, \quad -\pi < \arg z < \frac{1}{2}.
\]

---

$^{42}$ H. Jeffreys and B. S. Jeffreys, op. cit., p. 510.

$^{43}$ G. N. Watson, op. cit., p. 32.

$^{44}$ Ibid., p. 150.
6. Prove the following integral representations of Macdonald’s function:\footnote{G. N. Watson, \textit{op. cit.}, 172, 183.}

\[ K_\nu(z) = \frac{\sqrt{\pi} z^{\nu}}{2^{\nu+1/2} \Gamma(\nu + 1/2)} \int_0^\infty e^{-z \cosh t} \sinh \nu t \, dt, \quad \Re z > 0, \quad \Re \nu > -\frac{1}{2}, \]

\[ K_\nu(x) = \frac{2^\nu \Gamma(v + \frac{1}{2})}{x^{v+\frac{1}{2}} \pi} \int_0^\infty \frac{\cos xt}{(1 + x^2)^{v+\frac{1}{2}}} \, dt, \quad x > 0, \quad \Re \nu > -\frac{1}{2}, \quad (i) \]

\[ K_\nu(x) = \frac{1}{\cos \frac{\nu \pi}{2}} \int_0^\infty \cos (x \sinh t) \cosh \nu t \, dt, \quad x > 0, \quad |\Re \nu| < 1, \quad (ii) \]

\[ K_\nu(z) = \left( \frac{\pi}{2z} \right)^{1/2} \frac{e^{-z}}{\Gamma(v + \frac{1}{2})} \int_0^\infty e^{-2y^{-\nu}} \left( 1 + \frac{s}{z} \right)^{\nu-\frac{1}{2}} \, ds, \quad |\arg z| < \pi, \quad \Re \nu > -\frac{1}{2}. \]

7. Prove the following formulas involving products of Macdonald functions:\footnote{Concerning Problems 7–9, see \textit{ibid.}, p. 439. The most detailed investigation of various integral representations of products of cylinder functions is due to A. L. Dixon and W. L. Ferrar, \textit{Integrals for the product of two Bessel functions}, Quart. J. Math. Oxford Ser., \textit{4}, 193 (1933); \textit{Part II}, \textit{ibid.}, \textit{4}, 297 (1933).}

\[ K_{\frac{1}{2}}(x) K_{\frac{1}{2}}(y) = \frac{1}{\pi} \int_0^\infty e^{-\frac{1}{2}(t + \frac{x^2 + y^2}{t})} K_{\frac{1}{2}}(\frac{xy}{t}) \, dt \]

\[ = \frac{\pi}{2} K_0(\sqrt{x^2 + y^2 + 2xy \cosh t}) \cosh \nu t \, dt, \quad x > 0, \quad y > 0, \]

\[ K_\nu(x) K_\nu(y) = \frac{\pi}{2} \sin \nu \pi \int_{\log(y/x)}^\infty J_\nu(\sqrt{2xy \cosh t - x^2 - y^2}) \sinh \nu t \, dt, \]

\[ x > 0, \quad y > 0, \quad |\Re \nu| < \frac{1}{2}. \quad (iii) \]

8. Derive the integral representation

\[ I_\nu(x) K_\nu(y) = \frac{1}{2} \int_{\log(y/x)}^\infty J_\nu(\sqrt{2xy \cosh t - x^2 - y^2}) e^{-yt} \, dt, \]

\[ x > 0, \quad y > 0, \quad \Re \nu > -\frac{1}{2}. \]

9. Derive the integral representation

\[ K_{\nu + \frac{1}{2}}(x) = \frac{2^{\nu+1/2} \Gamma(\nu + 1/2)}{x^{\nu+1/2} \pi} \int_0^\infty \cosh \nu t \, dt, \quad x > 0, \quad y > 0. \]

10. Derive the following asymptotic representations for large values of the order $|\nu|: \]

\[ J_\nu(\xi) \approx \frac{1}{\sqrt{2\pi}} e^{\nu + \frac{\nu \log(\nu/\pi)}{1 - (\nu + \frac{1}{2}) \log \nu}}, \quad |\nu| \to \infty, \quad |\arg \nu| \leq \pi - \delta, \]

\[ K_\nu(x) \approx \left( \frac{2\pi}{\tau} \right)^{1/2} e^{-\pi x^2/2} \sin \left( \frac{\pi}{4} + \tau \log \frac{\tau}{x} - \tau \log \frac{\tau}{2} \right), \quad \tau \to \infty. \]

(In the second formula, $x$ is a fixed positive number.)
PROBLEMS

11. Prove the formulas

\begin{align*}
J_\nu(-x + i0) - J_\nu(-x - i0) &= 2i \sin \nu\pi J_\nu(x), \\
Y_\nu(-x + i0) - Y_\nu(-x - i0) &= 2i[J_\nu(x) \cos \nu\pi + J_{-\nu}(x)], \\
H_\nu^{(1)}(-x + i0) - H_\nu^{(1)}(-x - i0) &= -2[J_{-\nu}(x) + e^{-i\nu\pi}J_\nu(x)], \\
H_\nu^{(2)}(-x + i0) - H_\nu^{(2)}(-x - i0) &= 2[J_\nu(x) + e^{i\nu\pi}J_\nu(x)],
\end{align*}

where \( x > 0 \), characterizing the behavior of the cylinder functions on the cut \([−∞, 0)\).

12. Verify that

\begin{align*}
I_\nu(-x + i0) - I_\nu(-x - i0) &= 2i \sin \nu\pi I_\nu(x), \\
K_\nu(-x + i0) - K_\nu(-x - i0) &= -\pi i[I_{-\nu}(x) + I_\nu(x)],
\end{align*}

where \( x > 0 \).

Comment. The formulas given in Problems 11–12 take a particularly simple form if \( \nu = n \) (\( n = 0, \pm 1, \pm 2, \ldots \)).

13. Verify the expansion

\[ \int_0^\infty J_\nu(t) \, dt = 2 \sum_{k=0}^\infty J_{\nu+2k+1}(z), \quad \text{Re } \nu > -1. \]

Hint. Use the recurrence relation (5.3.6) to show that both sides have the same derivative.

14. Derive the recurrence relation

\[ \int_0^\infty t^\mu J_\nu(t) \, dt = z^\mu J_{\nu+1}(z) - (\mu - \nu - 1) \int_0^\infty t^{\mu-1}J_{\nu+1}(t) \, dt, \quad \text{Re } (\mu + \nu) > -1. \]

Hint. Apply (5.3.5) in the form

\[ t^{\mu+1}J_{\nu}(t) = \frac{d}{dt}\left[ t^{\nu+1}J_{\nu+1}(t) \right], \]

and then integrate by parts.

15. Using the result of Problem 14, show that the evaluation of integrals of the form

\[ \int_0^\infty t^\mu J_\nu(t) \, dt, \quad \text{Re } \nu > -1, \quad m = 0, 1, 2, \ldots \]

reduces to the evaluation of the integral

\[ \int_0^\infty J_{\nu+m}(t) \, dt, \]

whose value was found in Problem 13.

Comment. If \( \nu = \pm(m - 1), \pm(m - 3), \pm(m - 5), \ldots \), then the coefficient of the last integral vanishes, and the original integral can be expressed in closed form in terms of Bessel functions.
16. Verify the formula
\[ \int_{0}^{\infty} \frac{J_{\nu}(x)}{x^\mu} \, dx = \frac{1}{2^\mu \Gamma\left(\frac{\nu + 1 - \mu}{2}\right)} \frac{(\nu + 1 - \mu)}{2^{\mu}} \quad \text{Re} \, \mu > \frac{1}{2}, \quad \text{Re} \, (\nu - \mu) > -1. \]

17. Verify the formula
\[ \int_{0}^{\infty} e^{-ax}J_{\nu}(bx) \, dx = \frac{[\sqrt{a^2 + b^2} - \alpha]^{\nu}}{b^{\nu} \sqrt{a^2 + b^2}} \quad \text{Re} \, \nu > -1, \quad a > 0, \quad b > 0. \]

18. Show that the Bessel function \( J_{\nu}(x) \) satisfies the following integral equation:
\[ J_{\nu}(x) = \frac{2}{\pi} \int_{0}^{x} \sin \left( x + y \right) \frac{J_{\nu}(y)}{y} \, dy, \quad 0 \leq x < \infty. \]

19. The integral Bessel function of order \( \nu \) is defined by the formula
\[ J_{\nu}(z) = \int_{0}^{z} \frac{J_{\nu}(t)}{t} \, dt, \quad |\arg z| < \pi. \]

Show that \( J_{\nu}(z) \) is an entire function of \( \nu \) and an analytic function of \( z \) in the plane cut along the segment \([-\infty, 0]\) (in fact, an entire function of \( z \) for \( \nu = \pm 1, \pm 2, \ldots \)). Verify the formulas
\[ \nu J_{\nu}(z) = \nu \int_{0}^{z} \frac{J_{\nu}(t)}{t} \, dt - 1, \quad (iv) \]
\[ \nu J_{\nu}(z) = \int_{0}^{z} J_{\nu-1}(t) \, dt - J_{\nu}(t) - 1, \quad \text{Re} \, \nu > 0, \quad |\arg z| < \pi. \]

\text{Hint.} Use the results of Problems 14 and 16.

20. Prove the following expansions of the integral Bessel functions:
\[ J_{\nu}(z) = \log \frac{z}{2} + \gamma + \sum_{k=1}^{\infty} \frac{(-1)^{k}(z/2)^{2k}}{(2k)(k)!}, \quad |z| < \infty, \quad |\arg z| < \pi \]
\[ J_{\nu}(z) = -\frac{1}{n} + \sum_{k=0}^{n} \frac{(-1)^{k}(z/2)^{2k+n}}{(2k+n)(n+k)!}, \quad |z| < \infty, \quad n = 1, 2, \ldots \]

\text{Hint.} Substitute (5.3.2) into Problem 19, formula (iv).

21. Derive the asymptotic formula
\[ J_{\nu}(x) \approx \left( \frac{2}{\pi x} \right)^{1/2} \sin \left( x - \frac{\nu \pi}{2} - \frac{1}{4} \pi \right). \]

22. Prove the integral representation
\[ [\text{Ai}(x)]^2 = \frac{1}{4\pi \sqrt{3}} \int_{0}^{\infty} J_{0} \left( \frac{1}{12} t^3 + xt \right) t \, dt, \quad x \geq 0 \]
for the square of the Airy function of the first kind.

\text{Hint.} Use Problem 7, formula (iii).

---

\text{\textsuperscript{47}} G. N. Watson, \textit{op. cit.}, p. 391.
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CYLINDER FUNCTIONS: APPLICATIONS

6.1. Introductory Remarks

As already noted in Sec. 5.1, the cylinder functions have a very wide range of applications to physics and engineering, which cannot even be touched upon in a book of this size. Instead, we confine ourselves to a discussion of a few selected problems of mathematical physics involving cylinder functions,\(^1\) where the selection has been made with the aim of illustrating the application of the theory of Chapter 6. We are mainly concerned with the solution of boundary value problems for various special domains. In addition to several examples of an elementary character, we include some that are more complicated, e.g., the Dirichlet problem for a wedge (see Sec. 6.5).

6.2. Separation of Variables in Cylindrical Coordinates

Consider the partial differential equation

\[
\nabla^2 u = \frac{1}{a^2} \frac{\partial^2 u}{\partial r^2} + b \frac{\partial u}{\partial t} + cu,
\]

(6.2.1)

where \(\nabla^2\) is the Laplacian (operator), \(t\) is the time, and \(a, b, c\) are given constants. A variety of important differential equations occurring in mathematical physics (e.g., in electrodynamics, the theory of vibrations, the theory of heat conduction) are special cases of (6.2.1). The boundary conditions imposed on the function \(u\) often require the use of a system of cylindrical

\(^1\) We assume that the reader has already encountered the simplest problems of this type in a first course on mathematical physics.
coordinates \( r, \varphi, z \), related to the rectangular coordinates \( x, y, z \) by the formulas

\[
x = r \cos \varphi, \quad y = r \sin \varphi, \quad z = z,
\]

where

\[
0 \leq r < \infty, \quad -\pi < \varphi \leq \pi, \quad -\infty < z < \infty.
\]

In cylindrical coordinates, equation (6.2.1) becomes

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 u}{\partial \varphi^2} + \frac{\partial^2 u}{\partial z^2} = \frac{1}{a^2} \frac{\partial^2 u}{\partial t^2} + b \frac{\partial u}{\partial t} + cu,
\]

and has infinitely many solutions of the form

\[
u = R(r)Z(z)\Phi(\varphi)T(t),
\]

where each of the functions on the right depends on only one variable. Substituting (6.2.3) into (6.2.2) and dividing by \( RZ\Phi T \), we obtain

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) + \frac{1}{r^2} \frac{d^2 \Phi}{d\varphi^2} + \frac{1}{Z} \frac{d^2 Z}{dz^2} = \frac{1}{T} \left( \frac{1}{a^2} \frac{d^2 T}{dt^2} + bT \right).
\]

Since the variables \( r, \varphi, z \) and \( t \) are independent, both sides of (6.2.4) must equal a constant, which we denote by \( -\kappa^2 \). This leads to two equations

\[
\frac{1}{a^2} \frac{d^2 T}{dt^2} + b \frac{dT}{dt} + \kappa^2 T = 0
\]

and

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) + \kappa^2 + \frac{1}{r^2} \frac{d^2 \Phi}{d\varphi^2} = \frac{1}{Z} \frac{d^2 Z}{dz^2}.
\]

The same reasoning shows that both sides of the last equation must equal a constant, which this time we denote by \( -\lambda^2 \), obtaining the equations

\[
\frac{d^2 Z}{dz^2} - (\lambda^2 + c)Z = 0
\]

and

\[
r^2 \left[ \frac{1}{r \frac{d}{dr}} \left( r \frac{dR}{dr} \right) + (\kappa^2 + \chi^2) \right] = -\frac{1}{\Phi} \frac{d^2 \Phi}{d\varphi^2}.
\]

Again, both sides of the last equation must equal a constant, denoted by \( \mu^2 \), which implies

\[
\frac{d^2 \Phi}{d\varphi^2} + \mu^2 \Phi = 0
\]

and

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) + \left( \lambda^2 + \kappa^2 - \frac{\mu^2}{r^2} \right) R = 0.
\]

The process just described is called separation of variables, and leads to
infinite  many  solutions  of  the  form  (6.2.3),  depending  on  the  parameters  \( \kappa, \lambda, \mu \), which can  take  real  or  complex  values.\(^2\)

Thus, determining the factors in the product (6.2.3) reduces to the relatively simple problem of solving the ordinary differential equations (6.2.5–8). The first three of these equations can be solved in terms of elementary functions, but if we introduce a new variable proportional to \( r \), the fourth equation becomes Bessel’s equation, whose solutions involve cylinder functions. The required solution of the given physical problem is obtained by superposition of the particular solutions (6.2.3), where the specific conditions of the problem dictate the choice of the parameters \( \kappa, \lambda, \mu \) and the corresponding solutions of (6.2.5–8).

Finally, we call attention to two important special cases of equation (6.2.1), obtained by making certain choices of the constants \( a, b \) and \( c \):

1. **Laplace’s equation** \( \nabla^2 u = 0 \) (corresponding to the choice \( a = b = c = 0 \)).
   This equation has particular solutions of the form
   \[
   u = R(r)Z(z)\Phi(\varphi),
   \]
   (6.2.9)
   where
   \[
   \frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) + \left( \lambda^2 - \frac{\mu^2}{r^2} \right) R = 0,
   \]
   \[
   \frac{d^2Z}{dz^2} - \lambda^2 Z = 0, \quad \frac{d^2\Phi}{d\varphi^2} + \mu^2 \Phi = 0.
   \] (6.2.10)

   In the special case where the conditions of the problem are such that \( u \) is independent of the angular coordinate \( \varphi \), we have
   \[
   u = R(r)Z(z)
   \] (6.2.11)
   where
   \[
   \frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) + \lambda^2 R = 0, \quad \frac{d^2Z}{dz^2} - \lambda^2 Z = 0.
   \] (6.2.12)

2. **Helmholtz’s equation** \( \nabla^2 u + k^2 u = 0 \) (corresponding to the choice \( a = b = 0, \ c = -k^2 \)). In this case, application of the method of separation of variables leads to particular solutions of the form
   \[
   u = R(r)Z(z)\Phi(\varphi),
   \]
   (6.2.13)
   where
   \[
   \frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) + \left( \lambda^2 - \frac{\mu^2}{r^2} \right) R = 0,
   \]
   \[
   \frac{d^2Z}{dz^2} - (\lambda^2 - k^2) Z = 0, \quad \frac{d^2\Phi}{d\varphi^2} + \mu^2 \Phi = 0.
   \] (6.2.14)

---

\(^2\) Without loss of generality, we can assume that each of the parameters \( \kappa, \lambda, \mu \) belongs to an arbitrarily chosen half-plane, since changing the sign of \( \kappa, \lambda, \mu \) does not affect the "separation constants" \(-\kappa^2, -\lambda^2, -\mu^2\).
6.3. The Boundary Value Problems of Potential Theory.

The Dirichlet Problem for a Cylinder

A function \( u = u(x, y, z) \) is said to be harmonic in a domain \( \tau \) if \( u \) and its first and second partial derivatives with respect to \( x, y \) and \( z \) are continuous and satisfy Laplace’s equation \( \nabla^2 u = 0 \) in \( \tau \). Consider the problem of finding a function \( u \) which is harmonic in \( \tau \) and satisfies one of the three boundary conditions

\[
\begin{align*}
  u|_{\sigma} &= f, & (6.3.1a) \\
  \frac{\partial u}{\partial n}|_{\sigma} &= f, & (6.3.1b) \\
  \left( \frac{\partial u}{\partial n} + hu \right)|_{\sigma} &= f, & (6.3.1c)
\end{align*}
\]

where \( \sigma \) is the boundary of \( \tau \), \( f \) is a given function of a variable point of \( \sigma \), and \( \frac{\partial u}{\partial n} \) denotes the derivative with respect to the exterior normal to \( \sigma \).

This problem is called the first boundary value problem of potential theory or the Dirichlet problem if the boundary condition is of the form (6.3.1a), the second boundary value problem of potential theory or the Neumann problem if it is of the form (6.3.1b), and the third or mixed boundary value problem of potential theory if it is of the form (6.3.1c). These problems play a very important role in mathematical physics.\(^4\) We now consider the Dirichlet problem for the case where \( \tau \) is a cylinder of length \( l \) and radius \( a \).

Let \( r, \varphi, z \) be a cylindrical coordinate system, with \( z \)-axis along the axis of the cylinder and origin in one face of the cylinder (see Figure 18). To satisfy the boundary condition (6.3.1a), we first solve two simpler problems corresponding to the boundary conditions

\[
\begin{align*}
  u|_{r=a} &= 0, & u|_{z=0} &= f_0, & u|_{z=1} &= f, & (6.3.2a) \\
  u|_{r=a} &= F, & u|_{z=0} &= u|_{z=1} &= 0. & (6.3.2b)
\end{align*}
\]

(In the first case, \( f \) vanishes on the lateral surface of the cylinder, and in the second case, \( f \) vanishes on the ends of the cylinder.) Obviously, the sum of the solutions satisfying the boundary conditions (6.3.2a) and (6.3.2b) will then satisfy the more general boundary condition (6.3.1a).\(^5\)

\(^3\) If \( f \equiv 0 \), the boundary condition is said to be homogeneous, and otherwise inhomogeneous. Here it is assumed that \( u \) is continuous in the closed domain \( \tau + \sigma \) (cf. Sec. 8.1).

\(^4\) For a more detailed formulation of boundary value problems, and for conditions guaranteeing the existence and uniqueness of solutions under various assumptions concerning the domain \( \tau \) and the boundary function \( f \), see the books by Frank and von Mises, Tikhonov and Samarski, Courant and Hilbert, and Smirnov (Vol. IV), cited in the Bibliography on p. 300.

\(^5\) It should be noted that in many problems involving inhomogeneous boundary conditions, repeated use of the superposition method leads to solutions of excessively complicated form. This can often be avoided by using another method, due to G. A. Grinberg. Selected Topics in the Mathematical Theory of Electric and Magnetic Phenomena (in Russian), Izd. Akad. Nauk SSSR, Moscow (1948).
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For simplicity, we temporarily assume that the boundary conditions are independent of the angular coordinate \( \varphi \), so that

\[
\begin{align*}
  f_0 &= f_0(r), \quad f_1 = f_1(r), \quad F = F(z).
\end{align*}
\]

Then the solution \( u \) will also be independent of \( \varphi \), and therefore, according to (6.2.11, 12) the particular solutions of Laplace’s equation take the form

\[
\begin{align*}
  u &= R(r)Z(z),
  \quad R(r) \text{ and } Z(z) \text{ satisfy the differential equations}
  \quad \frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) + \lambda^2 R = 0,
  \quad \frac{d^2Z}{dz^2} - \lambda^2 Z = 0.
\end{align*}
\]

Solving these equations, we find that

\[
\begin{align*}
  R &= AJ_\ell(\lambda r) + BY_\ell(\lambda r), \quad Z = C \cosh \lambda z + D \sinh \lambda z,
\end{align*}
\]

where \( J_\ell(x) \) and \( Y_\ell(x) \) are Bessel functions of order zero, of the first and second kinds, respectively.

First we consider the boundary conditions (6.3.2a). Since \( J_\ell(\infty) \to 1, \quad Y_\ell(\infty) \to \infty \) as \( r \to 0 \), and since the solution \( R \) must satisfy the physical requirement of being bounded on the axis of the cylinder, the constant \( B \) must equal zero. Then the homogeneous boundary condition becomes

\[
AJ_\ell(\lambda a) = 0,
\]

and hence the admissible values of the parameter \( \lambda \) are \( \lambda_n = x_n/a \), where the \( x_n \) are the positive zeros of the Bessel function \( J_\ell(x) \) [see Sec. 5.13]. Thus we obtain the following set of particular solutions of Laplace’s equation:

\[
\begin{align*}
  u &= u_n = \left[ M_n \cosh \left( x_n \frac{z}{a} \right) + N_n \sinh \left( x_n \frac{z}{a} \right) \right] J_0 \left( x_n \frac{r}{a} \right),
  \quad n = 1, 2, \ldots
\end{align*}
\]

(6.3.5)

By superposition of these solutions, we can construct a solution of our problem. In fact, suppose each of the functions \( f_0(r) \) and \( f_1(r) \) can be expanded in a Fourier-Bessel series (see Sec. 5.14), i.e.,

\[
\begin{align*}
  f_0(r) &= \sum_{n=1}^\infty f_{0,n} J_0 \left( x_n \frac{r}{a} \right),
  \quad f_1(r) = \sum_{n=1}^\infty f_{1,n} J_0 \left( x_n \frac{r}{a} \right),
\end{align*}
\]

(6.3.6)

where

\[
f_{p,n} = \frac{2}{a^2 J_1^2(x_n)} \int_0^a r f_p(r) J_0 \left( x_n \frac{r}{a} \right) dr,
\]

(6.3.7)

Then the series

\[
\begin{align*}
  u &= \sum_{n=1}^\infty \left[ f_{0,n} \frac{\sinh \left( x_n \frac{l - z}{a} \right)}{\sinh \left( x_n \frac{l}{a} \right)} + f_{1,n} \frac{\sinh \left( x_n \frac{z}{a} \right)}{\sinh \left( x_n \frac{l}{a} \right)} \right] J_0 \left( x_n \frac{r}{a} \right),
\end{align*}
\]

(6.3.8)
whose terms are of the form (6.3.5), clearly satisfies both Laplace’s equation and the boundary conditions (6.3.2a).\(^6\)

Next we consider the boundary conditions (6.3.2b). In this case, we must set \( C = 0 \) and choose

\[ \lambda = \frac{n\pi i}{l}, \quad n = 1, 2, \ldots \]

if the homogeneous boundary conditions are to be satisfied. Then the solutions of (6.3.3) take the form

\[
R = AI_0\left(\frac{n\pi r}{l}\right) + BK_0\left(\frac{n\pi r}{l}\right),
\]

\[
Z = D \sin\left(\frac{n\pi z}{l}\right),
\]

(6.3.9)

where \( I_0(x) \) and \( K_0(x) \) are Bessel functions of imaginary argument (see Sec. 5.7). Since \( K_0(nr/l) \to \infty \) as \( r \to 0 \), we must also set \( B = 0 \). Therefore the particular solutions of Laplace’s equation are now

\[
u = u = u_n = M_nI_0\left(\frac{n\pi r}{l}\right) \sin\left(\frac{n\pi z}{l}\right), \quad n = 1, 2, \ldots \]

(6.3.10)

Applying the superposition method just described,\(^7\) we find that the solution of Laplace’s equation satisfying the boundary conditions (6.3.2b) is given by the series

\[
u = \sum_{n=1}^{\infty} F_n \frac{I_0\left(\frac{n\pi r}{l}\right)}{I_0\left(\frac{n\pi a}{l}\right)} \sin\left(\frac{n\pi z}{l}\right),
\]

(6.3.11)

where the \( F_n \) are the Fourier coefficients of \( F(z) \) in a series expansion with respect to the functions \( \sin\left(\frac{n\pi z}{l}\right) \):

\[
F_n = \frac{2}{l} \int_0^l F(z) \sin\left(\frac{n\pi z}{l}\right) \, dz.
\]

(6.3.12)

**Remark 1.** The solution of the Neumann problem and the mixed problem, involving the boundary conditions (6.3.1b) and (6.3.1c), is obtained in the same way, but now we must use Dini series (see Sec. 5.14) instead of Fourier-Bessel series.

**Remark 2.** To generalize our results to the case of boundary conditions involving the angular coordinate \( \varphi \), we construct particular solutions of the

\(^6\) Here we have in mind formal solutions, whose validity needs subsequent verification. A somewhat more rigorous point of view is adopted in Chap. 8 (cf. p. 208).

\(^7\) Often called the Fourier method, or the eigenfunction method.
more general form (6.2.9), satisfying the equations (6.2.10). The values of the parameter \( \mu \) are now determined by imposing the continuity conditions

\[
 u|_{\phi = -\pi} = u|_{\phi = \pi}, \quad \frac{\partial u}{\partial \phi}|_{\phi = -\pi} = \frac{\partial u}{\partial \phi}|_{\phi = \pi}.
\]  

(6.3.13)

This is equivalent to the physical requirement that the solutions be periodic in \( \phi \), and gives \( \mu = m (m = 0, 1, 2, \ldots) \). The rest of the analysis differs only slightly from that just given, and leads to the following particular solutions of Laplace’s equation

\[
 u = u_{mn} = \left[ M_{mn} \cosh \left( x_n \frac{z}{a} \right) + N_{mn} \sinh \left( x_n \frac{z}{a} \right) \right] J_m \left( x_n \frac{r}{a} \right) \cos m\phi \sin m\phi, \quad (6.3.14)
\]

\[
 u = u_{mn} = M_{mn} J_m \left( \frac{m \pi r}{L} \right) \sin \frac{n \pi z}{L} \cos m\phi \sin m\phi, \quad (6.3.15)
\]

corresponding to (6.3.2a) and (6.3.2b), respectively, where the numbers \( x_n \) (\( m = 0, 1, 2, \ldots; n = 1, 2, \ldots \)) denote the positive zeros of the Bessel function \( J_m(x) \). Then the boundary value problems are solved by superpositions of these solutions in the form of double series, with coefficients obtained by expanding the functions

\[
 f_0 = f_0(r, \phi), \quad f_1 = f_1(r, \phi), \quad F = F(z, \phi)
\]

in appropriate double series.

**Example.** Find the stationary distribution of temperature \( u \) in a cylinder of length \( L \) and radius \( a \), with one end held at temperature \( u_o \), while the rest of the surface is held at temperature zero.

The desired solution is found at once from (6.3.8) by setting \( f_0 = u_o \), \( f_1 = 0 \), and using (5.3.5) to evaluate the integral (6.3.7):

\[
 u = 2u_o \sum_{n=1}^{\infty} \frac{\sinh \left( x_n \frac{L}{a} \right) J_0 \left( x_n \frac{r}{a} \right)}{x_n J_1(x_n)}
\]  

(6.3.16)

### 6.4 The Dirichlet Problem for a Domain Bounded by Two Parallel Planes

Using the superposition method, we can also solve the boundary value problems of potential theory for the domain consisting of the layer between two parallel planes (see Figure 19). Let the boundary conditions be of the form (6.3.1a), and consider the case of rotational symmetry, where the functions \( f_0 \) and \( f_1 \) appearing in the conditions

\[
 u|_{z=0} = f_0, \quad u|_{z=1} = f_1
\]  

(6.4.1)
depend only on the variable \( r \). A function which is harmonic in the domain \( 0 < z < l \) and satisfies the conditions (6.4.1) can be found by integration with respect to \( \lambda \) of the following particular solutions of Laplace's equation:

\[
 u = u_\lambda = [M_\lambda \cosh \lambda z + N_\lambda \sinh \lambda z J_0(\lambda r)], \quad \lambda \geq 0. \quad (6.4.2)
\]

In fact, assuming that each of the functions \( f_0 \) and \( f_l \) can be represented as a Fourier-Bessel integral (5.14.11), we find that the formal solution of the problem is given by

\[
 u = \int_0^\infty J_0(\lambda r) \left[ f_{0,\lambda} \frac{\sinh \lambda (l - z)}{\sinh \lambda l} + f_{l,\lambda} \frac{\sinh \lambda z}{\sinh \lambda l} \right] d\lambda, \quad (6.4.3)
\]

where

\[
 f_{p,\lambda} = \int_0^\infty r f_p(r) J_0(\lambda r) \, dr, \quad p = 0, l. \quad (6.4.4)
\]

![Figure 19](image)

The boundary value problem for the half-space \( z > 0 \) can be solved in the same way. In fact, the solution turns out to be

\[
 u = \int_0^\infty J_0(\lambda r) f_\lambda e^{-\lambda z} \, d\lambda,
\]

where

\[
 f_\lambda = \int_0^\infty rf(\lambda r) J_0(\lambda r) \, dr,
\]

if the boundary condition is of the form

\[
 u|_{z=0} = f(r).
\]

### 6.5. The Dirichlet Problem for a Wedge

In the case of a wedge-shaped domain, bounded by two intersecting planes (see Figure 20), the boundary value problems of potential theory can also be solved by the superposition method, with the help of cylinder functions. To obtain a suitable set of particular solutions of Laplace's equation \( \nabla^2 u = 0 \),
we introduce a cylindrical coordinate system whose z-axis coincides with the line in which the two planes intersect, and we set
\[
\lambda = i\sigma, \quad 0 \leq \sigma < \infty, \\
\mu = \tau, \quad 0 \leq \tau < \infty
\]
in the differential equations (6.2.10). Then, according to Sec. 5.7, the solutions of these equations become
\[
R = A I_\lambda(\sigma r) + B K_\lambda(\sigma r), \\
\Phi = C \cosh \tau \phi + D \sinh \tau \phi, \\
Z = E \cos \sigma z + F \sin \sigma z,
\]
where \( I_\lambda(x) \) and \( K_\lambda(x) \) are the Bessel functions of imaginary argument, and \( A, B, \ldots, F \) are arbitrary constants. Because of the asymptotic behavior of the functions \( I_\lambda(\sigma r) \) and \( K_\lambda(\sigma r) \) as \( r \to \infty \) (see Sec. 5.11), we must set \( A = 0 \), which leads to the following set of particular solutions:
\[
u \mid_{\sigma = \sigma_p} = [M_{\sigma_{1}, \tau} \cosh \tau \phi + N_{\sigma_{1}, \tau} \sinh \tau \phi] K_{\sigma_{1}}(\sigma r) \frac{\cos \sigma z}{\sin \sigma z} \quad (6.5.1)
\]
\[
0 \leq \sigma < \infty, \quad 0 \leq \tau < \infty.
\]

We now show how to use (6.5.1) to solve the Dirichlet problem for the domain between the two planes \( \phi = \varphi_1 \) and \( \phi = \varphi_2 \). For simplicity, suppose the functions \( f_p = f_p(r, z) \) appearing in the boundary conditions
\[
u \mid_{\sigma = \sigma_p} = f_p, \quad p = 1, 2 \quad (6.5.2)
\]
are even functions of \( z \), which implies that the same is true of the solution \( u = u(r, \phi, z) \). Assuming that each of the functions \( f_p \) can be expanded in a Fourier integral
\[
f_p = f_p(r, z) = \int_0^\infty g_p(\sigma, r) \cos \sigma z \, d\sigma, \quad (6.5.3)
\]
where
\[
g_p(\sigma, r) = \frac{2}{\pi} \int_0^\infty f_p(r, z) \cos \sigma z \, dz, \quad (6.5.4)
\]

\footnote{It will be assumed that indices are assigned to \( \varphi_1, \varphi_2 \) in such a way that the domain under consideration corresponds to the interval \( \varphi_1 < \phi < \varphi_2 \).}

\footnote{The case where the \( f_p \) are odd functions of \( z \) is handled in the same way. Then the solution in the general case is represented as the sum of the solutions of the two simpler problems with the following even and odd boundary conditions:
\[ u \mid_{\sigma = \sigma_p} = \frac{1}{2} [f_p(r, z) \pm f_p(r, -z)]. \]}

\footnote{G. P. Tolstov, \textit{op. cit.}, p. 190.}
we try to represent the solution of our problem as a double integral

\[ u = \int_0^\infty \cos \sigma z \, d\sigma \int_0^\infty \left[ G_s(\sigma, \tau) \frac{\sinh (\varphi_2 - \varphi_1) \tau}{\sinh (\varphi_2 - \varphi_1) \tau} + G_d(\sigma, \tau) \frac{\sinh (\varphi - \varphi_1) \tau}{\sinh (\varphi_2 - \varphi_1) \tau} \right] K_\nu(\sigma r) \, d\tau, \quad (6.5.5) \]

formed by integrating solutions of the type (6.5.1) with respect to the parameters \( \sigma \) and \( \tau \). Clearly, the functions \( G_s(\sigma, \tau) \) must satisfy the relation

\[ g_s(\sigma, r) = \int_0^\infty G_s(\sigma, \tau) K_\nu(\sigma r) \, d\tau, \quad 0 < r < \infty, \quad (6.5.6) \]

and hence are the coefficients of the functions \( g_s(\sigma, r) \), expanded as integrals with respect to the function \( K_\nu(\sigma r) \).

In some cases, we can use formula (5.14.14) to find the functions \( G_s(\sigma, \tau) \). In fact, if we write

\[ x = \sigma r, \quad \xi = \sigma \rho, \quad \sqrt{\lambda} f(x) = g(\sigma, r), \]

(5.14.14) becomes

\[ g(\sigma, r) = \frac{2}{\pi^2} \int_0^\infty \tau K_\nu(\sigma r) \sinh \pi \tau \, d\tau \int_0^\infty g(\sigma, \rho) \frac{K_\nu(\sigma \rho)}{\rho} \, d\rho. \quad (6.5.7) \]

The expansion theorem (6.5.7) is valid if \( g(\sigma, r) \), regarded as a function of \( r \), is piecewise continuous and of bounded variation in every finite subinterval \([r_1, r_2] \), where \( 0 < r_1 < r_2 < \infty \), and if the integrals

\[ \int_0^{1/2} |g(\sigma, r)| r^{-1} \log \frac{1}{r} \, dr, \quad \int_0^\infty |g(\sigma, r)| r^{-1/2} \, dr \quad (6.5.8) \]

are finite [cf. (5.14.15)]. Provided that the functions \( g_s(\sigma, r) \) has these properties, a comparison of (6.5.6) and (6.5.7) shows that

\[ G_s(\sigma, \tau) = \frac{2}{\pi^2} \tau \sinh \pi \tau \int_0^\infty g_s(\sigma, r) \frac{K_\nu(\sigma r)}{r} \, dr, \quad (6.5.9) \]

and then (6.5.5) gives a formal solution of the problem. However, it often happens that the first of the integrals (6.5.8) is not finite, since \( g_s(\sigma, r) \) generally approaches a nonzero limit \( g_s(\sigma, 0) \) as \( r \to 0 \). To avoid this difficulty, we introduce the modified functions

\[ g_s^*(\sigma, r) = g_s(\sigma, r) - g_s(\sigma, 0)e^{-\sigma r}, \quad p = 1, 2, \quad (6.5.10) \]

and assume, as is usually the case in physical problems, that the conditions for applying formula (6.5.7) are satisfied by \( g_s^*(\sigma, r) \). We then have

\[ g_s^*(\sigma, r) = \int_0^\infty G_s^*(\sigma, \tau) K_\nu(\sigma r) \, d\tau, \quad (6.5.11) \]
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where

\[ G_p^*(\sigma, \tau) = \frac{2}{\pi^2} \tau \sinh \pi \tau \int_0^\infty g_p^*(\sigma, r) \frac{K_n(\sigma r)}{r} \, dr. \quad (6.5.12) \]

On the other hand, it is easy to prove the formula\(^{11}\)

\[ \frac{2}{\pi} \int_0^\infty K_n(x) \, dx = e^{-x}, \quad x > 0, \quad (6.5.13) \]

which implies

\[ g_0^*(\sigma, 0)e^{-\sigma \tau} = \frac{2}{\pi} g_0^*(\sigma, 0) \int_0^\infty \frac{K_n(\sigma r)}{r} \, dr. \quad (6.5.14) \]

Adding (6.5.11) and (6.5.14), we find the desired representation of \( g_0^*(\sigma, r) \) as an integral with respect to \( K_n(\sigma r) \). Comparing the result with (6.5.6), we finally obtain

\[ G_0^*(\sigma, \tau) = G_0^*(\sigma, \tau) + \frac{2}{\pi} g_0^*(\sigma, 0). \quad (6.5.15) \]

and then the solution is given by (6.5.5), as before.

6.6. The Field of a Point Charge near the Edge of a Conducting Sheet

We now illustrate the method developed in the preceding section, by finding the electrostatic field due to a point charge \( q \) located near the straight line edge of a thin conducting sheet held at zero potential. To avoid complicating the calculations, we assume that the charge \( q \) is at a point \( A \) in the same plane as the conducting sheet. Choosing a coordinate system whose \( \tau \)-axis coincides with the edge of the sheet and whose \( \tau \)-axis passes through the point \( A \) (see Figure 21), we represent the potential \( \psi \) of the electrostatic field as the sum of the potential \( \psi_0 \) due to the source and the potential \( u \) due to the induced charges:

\[ \psi = \psi_0 + u, \quad \psi_0 = \frac{q}{\sqrt{\tau^2 + a^2 + 2ar \cos \varphi + z^2}}. \quad (6.6.1) \]

Then the problem reduces to the special case of the general problem of Sec. 6.5 which corresponds to the following choice of angles and boundary conditions:

\[ \varphi_1 = 0, \quad \varphi_2 = 2\pi, \quad f_1(r, z) = f_2(r, z) = -\frac{q}{\sqrt{(r + a)^2 + z^2}}. \quad (6.6.2) \]

\(^{11}\) Use (5.10.23) to expand the function \( e^{-x \cosh s} \) in a Fourier integral with respect to \( \cos \tau \), obtaining

\[ e^{-x \cosh s} = \frac{2}{\pi} \int_0^\infty K_0(x) \cos \tau \, d\tau, \quad x > 0, \]

and then set \( \tau = 0. \)
Using the integral representation given in Problem 6, formula (i), p. 140, we find that
\[
g_{\rho}(\sigma, r) = -\frac{2q}{\pi} \int_0^{\infty} \frac{\cos \sigma z}{\sqrt{(r + a)^2 + z^2}} \, dz = -\frac{2q}{\pi} K_0[\sigma(r + a)], \tag{6.6.3}
\]
where \(K_0(x)\) is Macdonald's function. In the present case,
\[
g_{\rho}(\sigma, 0) = -\frac{2q}{\pi} K_0(\sigma a),
\]
and hence, according to the method of Sec. 6.5, we must first determine the quantity
\[
G_\rho^*(\sigma, \tau) = -\frac{4q}{\pi^3} \tau \sinh \pi \tau \int_0^{\infty} \frac{K_0[\sigma(r + a)] - K_0(\sigma a) e^{-\sigma r}}{r} \, K_\varepsilon(\sigma r) \, dr. \tag{6.6.4}
\]
Since the evaluation of the integral in (6.6.4) is quite complicated, we omit the details and merely give the final result:
\[
G_\rho^*(\sigma, \tau) = \frac{4q}{\pi^3} [K_\varepsilon(\sigma a) - K_\varepsilon(\tau a)]. \tag{6.6.5}
\]
Substituting (6.6.5) into (6.5.15), we obtain
\[
G_\rho(\sigma, \tau) = -\frac{4q}{\pi^3} K_\varepsilon(\sigma a), \tag{6.6.6}
\]
and then formula (6.5.5) gives
\[
u = -\frac{4q}{\pi^3} \int_0^{\infty} \cos \sigma z \, d\sigma \int_0^{\infty} \frac{\cosh (\pi - \varphi) \tau}{\cosh \pi \tau} \, K_\varepsilon(\sigma a) K_\varepsilon(\sigma r) \, d\tau. \tag{6.6.7}
\]
The integral in (6.6.7) can be expressed in closed form in terms of elementary functions, and the final result of the calculations turns out to be
\[
u = -\frac{q}{\sqrt{r^2 + a^2 + 2ar \cos \varphi + z^2}} \times \left(1 - \frac{2}{\pi} \arctan \frac{2\sqrt{ar} \sin \frac{\varphi}{2}}{\sqrt{r^2 + a^2 + 2ar \cos \varphi + z^2}}\right) \tag{6.6.8}
\]
(we omit the details).\textsuperscript{12} It follows from (6.6.8) that
\[
\psi = \frac{2q}{\pi \sqrt{r^2 + a^2 + 2ar \cos \varphi + z^2}} \arctan \frac{2\sqrt{ar} \sin \frac{\varphi}{2}}{\sqrt{r^2 + a^2 + 2ar \cos \varphi + z^2}}
\]  
(6.6.9)

Finally, we observe that the surface charge density on the sheet is given by the quantity\textsuperscript{13}
\[
-\frac{1}{4\pi r} \frac{\partial \psi}{\partial \varphi} \bigg|_{\varphi = 0} = -\frac{q}{2\pi^2} \sqrt{\frac{a}{r (r + a)^2 + z^2}}
\]  
(6.6.10)

6.7. Cooling of a Heated Cylinder

As an example of the application of cylinder functions to the nonstationary problems of mathematical physics, we now consider the problem of the cooling of an infinitely long cylinder of radius $a$, heated to the temperature $u_0 = f(r)$ [ $r$ is the distance from the axis] and radiating heat into the surrounding medium at zero temperature. From a mathematical point of view, the problem reduces to solving the equation of heat conduction
\[
c c \frac{\partial u}{\partial t} = k \nabla^2 u,
\]  
(6.7.1)

subject to the boundary condition
\[
\left( \frac{\partial u}{\partial r} + hu \right) \bigg|_{r=a} = 0,
\]  
(6.7.2)

and the initial condition
\[
u |_{t=0} = u_0 = f(r)
\]  
(6.7.3)

where $k$, $c$, $\rho$, $\lambda$ and $h = \lambda/k$ have the same meaning as in Sec. 2.6. Separating variables in (6.7.1) by writing $u = R(r)T(t)$, we find the equations
\[
b \frac{dT}{dt} + \chi^2 T = 0, \quad \frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) + \chi^2 R = 0,
\]
where $-\chi^2$ is the separation constant and $b = c \varphi/k$, with solutions
\[
R = AJ_\chi(\chi r) + BY_\chi(\chi r), \quad T = Ce^{-\chi^2 t b}.
\]

\textsuperscript{12} It should be noted that in the present case, the formula
\[
K_0(\sigma (r + a)) = \frac{2}{\pi} \int_0^\infty K_0(\sigma \tau) K_0(\sigma (r + a)) d\tau
\]
allows us to derive the solution (6.6.7) without recourse to the general method of expansion as an integral with respect to the functions $K_\chi(\sigma)$, To obtain this formula, set $\phi = \pi$ in formula (42), p. 55 of the Bateman Manuscript Project, Higher Transcendental Functions, Vol. 2.

\textsuperscript{13} G. Joos, op. cit., p. 267.
Since $J_0(xr) \to 1$, $Y_0(xr) \to \infty$ as $r \to 0$, and since $R$ must satisfy the physical requirement of being bounded on the axis of the cylinder, the constant $B$ must equal zero.

It follows from (6.7.2) that the parameter $\alpha$ must satisfy the equation

$$hJ_0(\alpha a) - \alpha J_1(\alpha a) = 0. \quad (6.7.4)$$

If we write $x = \alpha a$, then (6.7.4) becomes

$$haJ_0(x) - xJ_1(x) = 0, \quad (6.7.5)$$

which has only real roots, symmetrically located with respect to the origin (see Sec. 5.13). Let $0 < x_1 < \cdots < x_n < \cdots$ be the positive roots of equation (6.7.5). Then the admissible values of the parameter $\alpha$ are $x_n = na$, and hence the appropriate set of particular solutions of (6.7.1) is

$$u = u_n = M_nJ_0\left(x_n \frac{r}{a}\right)e^{-x_n^2 r^2/4a^2}, \quad n = 1, 2, \ldots$$

Superposition of these solutions gives

$$u = \sum_{n=1}^{\infty} M_nJ_0\left(x_n \frac{r}{a}\right)e^{-x_n^2 r^2/4a^2}, \quad (6.7.6)$$

where, because of the initial condition (6.7.3), the coefficients $M_n$ must be chosen to satisfy the relation

$$f(r) = \sum_{n=1}^{\infty} M_nJ_0\left(x_n \frac{r}{a}\right), \quad 0 \leq r < a. \quad (6.7.7)$$

This is just the problem of expanding $f(r)$ in a Dini series, which can be solved by using formulas (5.14.9–10). Thus we have

$$M_n = \frac{2}{a^2[J_0'(x_n) + J_1'(x_n)]} \int_0^a r f(r)J_0\left(x_n \frac{r}{a}\right) dr, \quad (6.7.8)$$

and the solution of our heat conduction problem is given by the series (6.7.6), with these values of the coefficients.

### 6.8 Diffraction by a Cylinder

Finally, we give an example illustrating the application of Bessel functions of the third kind. Consider the diffraction of a plane electromagnetic wave by an infinite conducting cylinder of radius $a$. Let $(r, \varphi, z)$ be a system of cylindrical coordinates such that the $z$-axis coincides with the axis of the cylinder and the angle $\varphi$ is measured from the direction of propagation of the incident wave. We assume that the time dependence is described by the factor $e^{i\omega t}$, where $\omega$ is the angular frequency of the incident radiation, and that the electric vector of the incident wave is parallel to the axis of the
cylinder. Then the problem reduces to finding the complex amplitude of the secondary field $E$ satisfying Helmholtz's equation

$$
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial E}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 E}{\partial \varphi^2} + k^2 E = 0, \quad (6.8.1)
$$

the boundary condition

$$
E|_{r=a} + E_0 e^{-ika \cos \varphi} = 0 \quad (6.8.2)
$$

and the radiation conditions

$$
E = O\left(\frac{1}{\sqrt{r}}\right), \quad \lim_{r \to \infty} \sqrt{r} \left( \frac{\partial E}{\partial r} + i k E \right) = 0, \quad (6.8.3)
$$

where $k = \omega/c$ is the wave number, and $E_0$ is the amplitude of the incident plane wave.\(^{14}\)

Applying the method of separation of variables, we find that the particular solutions of (6.8.1), which must also be periodic in $\varphi$, are of the form

$$
E = E_n = [M_n H_n^{(1)}(kr) + N_n H_n^{(2)}(kr)] \frac{\cos n\varphi}{\sin n\varphi}, \quad n = 0, 1, 2, \ldots, \quad (6.8.4)
$$

where $H_n^{(1)}(kr), H_n^{(2)}(kr)$ are the Hankel functions introduced in Sec. 5.6. It follows from the symmetry condition that $E$ is an even function of $\varphi$, and hence we need only consider solutions containing $\cos n\varphi$. Moreover, examining the asymptotic behavior of the Hankel functions at infinity, we see that the radiation conditions will be satisfied only if $M_n = 0$ (no incoming waves). Therefore the solution of our problem must have the form

$$
E = \sum_{n=0}^{\infty} N_n H_n^{(2)}(kr) \cos n\varphi. \quad (6.8.5)
$$

It follows from the boundary condition (6.8.2) that

$$
\sum_{n=0}^{\infty} N_n H_n^{(2)}(ka) \cos n\varphi + E_0 e^{-ika \cos \varphi} = 0. \quad (6.8.6)
$$

Setting $z = ka$ and $t = -ie^{i\varphi}$ in formula (6.8.4), we obtain

$$
e^{-ika \cos \varphi} = J_0(ka) + 2 \sum_{n=1}^{\infty} (-i)^n J_n(ka) \cos n\varphi, \quad (6.8.7)
$$

which, together with (6.8.5), implies

$$
N_0 H_0^{(2)}(ka) = -E_0 J_0(ka), \quad N_n H_n^{(2)}(ka) = -2E_0 (-i)^n J_n(ka). \quad (6.8.8)
$$

Therefore the required solution is given by

$$
E = -E_0 \left[ \frac{J_0(ka)}{H_0^{(2)}(ka)} H_0^{(2)}(kr) + 2 \sum_{n=1}^{\infty} (-i)^n \frac{J_n(ka)}{H_n^{(2)}(ka)} H_n^{(2)}(kr) \cos n\varphi \right]. \quad (6.8.8)
$$

---

PROBLEMS

1. In polar coordinates, the free transverse vibrations of a stretched membrane (with equilibrium position in the $r\varphi$-plane) are described by the equation\(^{15}\)

$$\nabla^2 u(r, \varphi, t) = \frac{1}{b^2} \frac{\partial^2 u(r, \varphi, t)}{\partial t^2}, \tag{i}$$

where

$$\nabla^2 = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2}{\partial \varphi^2}.$$  

Solve the equation of motion (i) for the case of a circular membrane of radius $a$, subject to the boundary condition

$$u|_{r=a} = 0$$

(fastened edge) and the initial conditions

$$u|_{t=0} = f(r), \quad \frac{\partial u}{\partial t}|_{t=0} = g(r).$$

2. Solve Problem 1 with the same boundary condition, but with the more general initial conditions\(^{16}\)

$$u|_{t=0} = f(r, \varphi), \quad \frac{\partial u}{\partial t}|_{t=0} = g(r, \varphi).$$

3. In polar coordinates, the free transverse vibrations of an elastic plate (with equilibrium position in the $r\varphi$-plane) are described by the equation

$$\nabla^4 u(r, \varphi, t) = \frac{1}{b^4} \frac{\partial^4 u(r, \varphi, t)}{\partial t^4}, \tag{ii}$$

where $\nabla^2$ has the same meaning as in Problem 1, and $\nabla^4 = \nabla^2(\nabla^2)$. Solve the equation of motion (ii) for the case of a circular plate of radius $a$, subject to the boundary conditions

$$u|_{r=a} = 0, \quad \frac{\partial u}{\partial t}|_{r=a} = 0$$

(clamped edge), and the initial conditions

$$u|_{t=0} = f(r), \quad \frac{\partial u}{\partial t}|_{t=0} = g(r).$$

\(^{15}\) For the derivation of equation (i), and equation (ii) below, see e.g., I. M. Gelfand and S. V. Fomin, Calculus of Variations (translated by R. A. Silverman), Prentice-Hall, Inc., Englewood Cliffs, N.J. (1963), p. 162 ff. Here we do not specify the physical meaning of the constant $b$. By free vibrations, we mean vibrations in the absence of external forces.

\(^{16}\) For detailed solutions of Problems 1–2, see G. P. Tolstov, op. cit., p. 288 ff.
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Hint. Separate variables in (ii) by writing \( u = R(r)T(t) \). The radial equation then becomes

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) = \lambda R
\]

where \( \lambda \) is the separation constant. The general solution of (iii) which remains finite at the center of the plate is

\[
R(r) = AJ_0(\lambda r) + B\lambda J_0(\lambda r).
\]

Ans.

\[
u(r, t) = \sum_{n=1}^{\infty} \frac{R_n(r)}{R_n^2(\lambda)} \left[ \cos \frac{\lambda^2 b^2 t}{a^2} \int_0^\infty \rho f(\rho) \phi_0(\lambda \rho) d\rho + \frac{a^2}{b^2 \lambda^2} \sin \frac{\lambda^2 b^2 t}{a^2} \int_0^\infty \rho g(\rho) \phi_0(\lambda \rho) d\rho \right],
\]

where

\[
R_n(r) = J_0(x_n r/a) - J_0(x_n r/a).
\]

the numbers \( 0 < x_1 < \cdots < x_n < \cdots \) are the positive roots of the equation \( K_n(a) = 0 \), and \( R_n \equiv R_{x_n} \).

4. Find the stationary distribution of temperature \( u \) in a cylinder of length \( I \) and radius \( a \) whose ends are held at temperature zero, while the rest of the surface is held at temperature \( u_0 \).

5. Find the stationary distribution of temperature \( u \) in the inhomogeneous cylinder shown in Figure 22, made up of two adjacent cylindrical sections with different thermal conductivities \( k_1 \) and \( k_2 \), if the lateral surface is held at temperature \( u_0 \), while the ends are held at temperature zero.

Hint. If \( u_1 \) and \( u_2 \) denote the temperatures in the sections labelled 1 and 2, respectively, then the boundary conditions are

\[
\begin{align*}
|t=a, x=0: & \quad u_1|_{t=a} = u_2|_{t=a} = u_0, \\
|t=0, x=0: & \quad u_1|_{t=0} = u_2|_{t=0} = 0, \\
|t=0, x=0: & \quad k_1 \frac{\partial u_1}{\partial x}|_{t=0} = k_2 \frac{\partial u_2}{\partial x}|_{t=0}.
\end{align*}
\]

6. Suppose an axially symmetric temperature distribution

\[
u|_{r=0} = f(r)
\]

is established at time \( t = 0 \) in an infinitely long cylinder of radius \( a \), which transfers no heat through its surface. Find the subsequent evolution in time of the temperature distribution.
7. Find the potential \( \psi \) of the electrostatic field inside a closed cylindrical surface of length \( l \) and radius \( a \), whose base and lateral surface are held at the potential \( V \), while the top surface is held at zero potential.\(^{17} \)

8. Find the stationary distribution of temperature \( u \) in the half-space \( z > 0 \), subject to the boundary condition

\[
u|_{z=0} = f(r) = \begin{cases} u_0, & r < a, \\ 0, & r > a. \end{cases}
\]

\( \text{Ans.} \)

\[ u(r, z) = u_0 a \int_0^\infty e^{-\lambda z} J_0(\lambda r) J_1(\lambda a) d\lambda. \]

9. Find the potential \( \psi \) of the electrostatic field in the space between two grounded plane electrodes \( z = \pm a \) due to a charge \( q \) at the point \( r = 0, z = 0 \).

\( \text{Hint. Use formula (5.2.4).} \)

\( \text{Ans.} \)

\[ \psi(r, z) = \frac{q}{\sqrt{r^2 + z^2}} - q \int_0^\infty e^{-\lambda a} \frac{\cosh \lambda z}{\cosh \lambda a} J_0(\lambda r) d\lambda. \]

10. Find the stationary distribution of temperature \( u \) in the infinite wedge of thickness \( l \) shown in Figure 23, if the face \( \varphi = \alpha \) is held at the temperature

\[ u|_{\varphi=\alpha} = f(r) \sin \frac{n\pi z}{l}, \quad n = 1, 2, \ldots, \]

while the rest of the surface is held at temperature zero.

\( \text{Ans.} \)

\[ u(r, \varphi, z) = \frac{2}{\pi} \sin \frac{n\pi z}{l} \int_0^{\infty} \left( f(0) + \frac{\pi}{\pi} \sinh \pi \tau \right. \]

\[ \times \left. \int_0^\infty \left[ f(\varphi) - e^{-n\pi z_1} f(0) \right] K_{n\pi} \left( \frac{n\pi \varphi}{l} \right) d\varphi \right) \sinh \pi \tau \sinh \pi \tau \]

\[ \times K_{n\pi} \left( \frac{n\pi r}{l} \right) d\tau. \]

11. Solve the preceding problem for an arbitrary temperature distribution

\[ u|_{\varphi=\alpha} = f(r, z). \]

\( ^{17} \) One can think of the two parts of the surface as insulated from each other by an infinitely thin gasket.
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SPHERICAL HARMONICS: THEORY

7.1. Introductory Remarks

By spherical harmonics we mean solutions of the linear differential equation

$$(1 - z^2)u'' - 2zu' + \left[\nu(\nu + 1) - \frac{\mu^2}{1 - z^2}\right]u = 0,$$  \hspace{1cm} (7.1.1)

where $z$ is a complex variable, and $\mu$, $\nu$ are parameters which can take arbitrary real or complex values. Equation (7.1.1) is encountered in mathematical physics when using systems of orthogonal curvilinear coordinates to solve the boundary value problems of potential theory for certain special kinds of domains (e.g., the sphere, spheroid, torus), and it is the simplest of these domains (i.e., the sphere) which gives rise to the term “spherical harmonics.” In the spherical case, the variable $z$ takes real values in the interval $(-1, 1)$, and the parameters $\mu$ and $\nu$ are nonnegative integers, but boundary value problems with more complicated geometries lead to the consideration of more general values of $z$, $\mu$ and $\nu$.\(^1\) For most applications, it is sufficient to assume (as we will do in this book) that $z$ is either a real variable in the interval $(-1, 1)$ or a complex variable in the plane cut along the segment $[-\infty, 1]$, while $\nu$ is an arbitrary real or complex number and $\mu = m$ is a nonnegative integer ($m = 0, 1, 2, \ldots$). The reader will find a more general treatment in the references on spherical harmonics cited in the Bibliography on p. 300, especially the books by Hobson, Robin and Lense.

\(^1\) See Chap. 8, where we consider problems in which the variable $z$ and the parameters $\mu$, $\nu$ take various real or complex values.
7.2. The Hypergeometric Equation and Its Series Solution

Before presenting the theory of spherical harmonics, it is appropriate to consider the problem of solving the linear differential equation

$$z(1-z)u'' + [\gamma - (\alpha + \beta + 1)z]u' - \alpha \beta u = 0,$$  

(7.2.1)

where $z$ is a complex variable, and $\alpha, \beta, \gamma$ are parameters which can take various real or complex values. Equation (7.2.1) is called the hypergeometric equation, and contains as special cases many differential equations encountered in the applications. Reducing (7.2.1) to standard form by dividing it by the coefficient of $u''$, we obtain an equation whose coefficients are analytic functions of $z$ in the domain $0 < |z| < 1$ and have the point $z = 0$ as a simple pole or a regular point, depending on the values of the parameters $\alpha, \beta$ and $\gamma$. It follows from the general theory of linear differential equations that (7.2.1) has a particular solution of the form

$$u = z^s \sum_{k=0}^{\infty} c_k z^k,$$  

(7.2.2)

where $c_0 \neq 0$, $s$ is a suitably chosen number, and the power series converges for $|z| < 1$. \footnote{E.A. Coddington, op. cit., Chap. 4.}

Substituting (7.2.2) into (7.2.1), we find that

$$\sum_{k=0}^{\infty} c_k z^{s+k-1} (s+k)(s+k+\gamma) - \sum_{k=0}^{\infty} c_k z^k [s+k+s+k+\gamma] = 0,$$

which gives the following system of equations for determining the exponent $s$ and the coefficients $c_k$:

$$c_0 (s-1+\gamma) = 0,$$

$$c_k (s+k)(s+k-1+\gamma) - c_{k-1} (s+k-1+\alpha)(s+k-1+\beta) = 0, \quad k = 1, 2, \ldots$$

Solving the first equation, we obtain $s = 0$ or $s = 1 - \gamma$. Suppose $\gamma \neq 0, -1, -2, \ldots$ and choose $s = 0$. Then the coefficients $c_k$ can be calculated from the recurrence relation

$$c_k = \frac{(k-1+\alpha)(k-1+\beta)}{k(k+1+\gamma)} c_{k-1}, \quad k = 1, 2, \ldots,$$

If we set $c_0 = 1$, this implies

$$c_k = \frac{\alpha_k \beta_k}{k! \gamma_k}, \quad k = 0, 1, 2, \ldots,$$

where we have introduced the abbreviation

$$\lambda_k = \lambda(\lambda+1) \cdots (\lambda+k-1), \quad k = 1, 2, \ldots$$
as in footnote 17, p. 121. Thus, if \( \gamma \neq 0, -1, -2, \ldots \), a particular solution of equation (7.2.1) is

\[
u = u_1 = F(\alpha; \beta; \gamma; z) = \sum_{k=0}^{\infty} \frac{(\gamma)_k (\beta)_k}{k!(\gamma)_k} z^k, \quad |z| < 1,
\]

(7.2.4)

where the series on the right is known as the hypergeometric series. The convergence of this series for \( |z| < 1 \) follows from the general theory of linear differential equations. However, by using the ratio test, it can easily be proved without recourse to this theory that the radius of convergence of the series (7.2.4) is unity, except when one of the parameters \( \alpha, \beta \) equals zero or a negative integer, in which case the series reduces to a polynomial.

Similarly, choosing \( s = 1 - \gamma \) and assuming that \( \gamma \neq 2, 3, 4, \ldots \), we obtain

\[
c_k = \frac{(k - \gamma + \alpha)(k - \gamma + \beta)}{k(2 - \gamma)_k} c_{k-1}, \quad k = 1, 2, \ldots,
\]

or

\[
c_k = \frac{(1 - \gamma + \alpha)(1 - \gamma + \beta)}{k(2 - \gamma)_k} c_{k-1}, \quad k = 0, 1, 2, \ldots,
\]

if we set \( c_0 = 1 \). Thus, if \( \gamma \neq 2, 3, 4, \ldots \), a particular solution of (7.2.1) is

\[
u = u_2 = z^{1-\gamma} \sum_{k=0}^{\infty} \frac{(1 - \gamma + \alpha)(1 - \gamma + \beta)_k}{k(2 - \gamma)_k} z^k
\]

\[
= z^{1-\gamma} F(1 - \gamma + \alpha, 1 - \gamma + \beta; 2 - \gamma; z), \quad |z| < 1, \quad |\arg z| < \pi.
\]

(7.2.5)

Therefore, if \( \gamma \neq 0, 1, 2, \ldots \), the two solutions (7.2.4–5) exist simultaneously and are linearly independent. Then the general solution of (7.2.1) can be written in the form

\[
u = \mathcal{A} F(\alpha; \beta; \gamma; z) + \mathcal{B} z^{1-\gamma} F(1 - \gamma + \alpha, 1 - \gamma + \beta; 2 - \gamma; z),
\]

(7.2.6)

where \( |z| < 1 \), \( |\arg z| < \pi \), and \( \mathcal{A}, \mathcal{B} \) are arbitrary constants. However, if \( \gamma \) is an integer, this method leads to only one particular solution, and to find a second solution we must modify the method, thereby obtaining a solution which in general contains logarithmic terms.

By changing variables in (7.2.1), we can obtain a number of other differential equations whose solutions can be expressed in terms of

---

3 If \( \gamma \) equals zero or a negative integer, then the coefficients \( c_k \) become infinite, starting from a certain value of \( k \), and a solution of the form (7.2.2) cannot be constructed if \( z = 0 \). However, it is easy to see that this situation does not arise if \( s = 1 - \gamma \).

4 E. A. Coddington, op. cit., Theorem 3, p. 158.

5 To prove the linear independence, consider the asymptotic behavior of the solutions as \( z \to 0 \). The two solutions coincide if \( \gamma = 1 \).

6 E. A. Coddington, op. cit., Theorem 4, p. 165.
hypergeometric series. Thus, for example, setting \( z = t^2 \), we arrive at the differential equation

\[
\tau(1 - t^2) \frac{d^2 u}{d\tau^2} + 2[\gamma - \frac{1}{2} - (\alpha + \beta + \frac{1}{2})t^2] \frac{du}{d\tau} - 4\alpha\beta u = 0, \quad (7.2.7)
\]

with particular solutions

\[
u = u_1 = F(\alpha, \beta; \gamma; t^2), \quad \gamma \neq 0, -1, -2, \ldots, \quad (7.2.8)
\]

\[
u = u_2 = t^{2\gamma-2}\Gamma(1 - \gamma + \alpha, 1 - \gamma + \beta; 2 - \gamma; t^2) \quad |t| < 1, \quad |\arg t| < \pi, \quad \gamma \neq 2, 3, 4, \ldots, \quad (7.2.9)
\]

which for nonintegral \( \gamma \) constitute a pair of linearly independent solutions of (7.2.7) in the domain \( 0 < |t| < 1 \).

### 7.3. Legendre Functions

The simplest class of spherical harmonics consists of the Legendre polynomials considered in Chapter 4, which are solutions of equation (7.1.1) for \( \mu = 0 \) and nonnegative integral \( \nu = n \) \( (n = 0, 1, 2, \ldots) \). The next class of spherical harmonics, in order of increasing complexity, consists of the Legendre functions, which are solutions of (7.1.1) for \( \mu = 0 \) and arbitrary real or complex \( \nu \), i.e., solutions of the equation

\[
(1 - z^2)u'' - 2zu' + \nu(\nu + 1)u = 0, \quad (7.3.1)
\]

known as Legendre’s equation. To determine these functions, we first note that (7.3.1) can be reduced to the hypergeometric equation by making suitable changes of variables. In particular, the substitution \( t = \frac{1}{2}(1 - z) \) converts (7.3.1) into the equation

\[
t(1 - t) \frac{d^2 u}{d t^2} + (1 - 2t) \frac{d u}{d t} + \nu(\nu + 1)u = 0, \quad (7.3.2)
\]

which is the special case of (7.2.1) corresponding to

\[
\alpha = -\nu, \quad \beta = \nu + 1, \quad \gamma = 1,
\]

while the substitution \( t = z^{-2}, u = z^{-\nu-1}v \) converts (7.3.1) into the equation

\[
t(1 - t) \frac{d v}{d t^2} + \left[ \nu + \frac{3}{2} \right] t \frac{d v}{d t} - \left( \frac{\nu}{2} + 1 \right) \left( \frac{\nu}{2} + \frac{1}{2} \right) v = 0, \quad (7.3.3)
\]

which is the special case of (7.2.1) corresponding to

\[
\alpha = \frac{\nu}{2} + 1, \quad \beta = \frac{\nu}{2} + \frac{1}{2}, \quad \gamma = \nu + \frac{3}{2}.
\]
Therefore it follows from the results of the preceding section that two particular solutions of (7.3.1) are

\[ u = u_1 = F\left( -v, v + 1; 1; \frac{1 - z}{2} \right), \quad |z - 1| < 2, \quad (7.3.4) \]

\[ u = u_2 = \frac{\sqrt{\pi} \Gamma(v + 1)}{\Gamma(v + \frac{1}{2}) (2z)^{v+1}} F\left( \frac{v}{2} + 1, \frac{v}{2} + \frac{1}{2}; v + \frac{3}{2}; \frac{1}{2z} \right), \]

\[ |z| > 1, \quad |\arg z| < \pi, \quad v \neq -1, -2, \ldots \quad (7.3.5) \]

where \( F(a, \beta; \gamma; z) \) is the hypergeometric series. These solutions are called the Legendre functions of degree \( v \) of the first and second kinds,\(^7\) denoted by \( P_v(z) \) and \( Q_v(z) \), respectively. Thus we have

\[ P_v(z) = F\left( -v, v + 1; 1; \frac{1 - z}{2} \right), \quad |z - 1| < 2, \quad (7.3.6) \]

\[ Q_v(z) = \frac{\sqrt{\pi} \Gamma(v + 1)}{\Gamma(v + \frac{1}{2}) (2z)^{v+1}} F\left( \frac{v}{2} + 1, \frac{v}{2} + \frac{1}{2}; v + \frac{3}{2}; \frac{1}{2z} \right), \]

\[ |z| > 1, \quad |\arg z| < \pi, \quad v \neq -1, -2, \ldots \quad (7.3.7) \]

The functions \( P_v(z) \) and \( Q_v(z) \) are defined in certain restricted regions of the complex \( z \)-plane, but, as we now show, they can be continued analytically into larger regions.\(^8\) To make the analytic continuation of \( P_v(z) \), the Legendre function of the first kind, we use the formula\(^9\)

\[ \frac{2}{\pi} \int_0^{\pi/2} \sin^{2k} \varphi \, d\varphi = \left( \frac{1}{k} \right)^k \quad k = 0, 1, 2, \ldots \quad (7.3.8) \]

to write (7.3.6) as

\[ P_v(z) = \sum_{k=0}^{\infty} \frac{(-v)_k (v + 1)_k}{(k!)^2} \left( \frac{1 - z}{2} \right)^k \]

\[ = \frac{2}{\pi} \sum_{k=0}^{\infty} \frac{(-v)_k (v + 1)_k}{(\frac{1}{2})_k k!} \left( \frac{1 - z}{2} \right)^k \int_0^{\pi/2} \sin^{2k} \varphi \, d\varphi \]

\[ = \frac{2}{\pi} \int_0^{\pi/2} d\varphi \sum_{k=0}^{\infty} \frac{(-v)_k (v + 1)_k}{(\frac{1}{2})_k k!} \left( \frac{1 - z}{2} \sin^2 \varphi \right)^k \]

\[ = \frac{2}{\pi} \int_0^{\pi/2} F\left( -v, v + 1; 1; \frac{1 - z}{2} \sin^2 \varphi \right) \, d\varphi, \quad (7.3.9) \]

---

\(^7\) The term degree is appropriate here, since for nonnegative integral \( v = n \), \( P_v(z) \) is actually a polynomial of degree \( n \), in fact, the \( n \)th Legendre polynomial (see Sec. 7.9).\(^8\) We point out that in this chapter, unlike Chapter 9, the symbol \( F(a, \beta; \gamma; z) \) always denotes the sum of the hypergeometric series, and hence the variable in the fourth position always has absolute value \( < 1 \). This restriction disappears if we interpret \( F(a, \beta; \gamma; z) \) as the hypergeometric function. In fact, prior knowledge of the theory of the hypergeometric function leads to considerable simplification of the theory of spherical harmonics.\(^9\) Formula (7.3.8) is an immediate consequence of Problem 3, p. 14.
where reversing the order of summation and integration is justified because the series is uniformly convergent in the variable $\varphi$. The hypergeometric series in the right-hand side of (7.3.9) can be summed in finite form. In fact, we have the identity

$$F(-\nu, \nu + 1; \frac{1}{2}; -w) = \frac{(\sqrt{1 + w} + \sqrt{w})^{2\nu + 1} + (\sqrt{1 + w} + \sqrt{w})^{-2\nu - 1}}{2\sqrt{1 + w}}$$

$$= f_\nu(w), \quad |w| < 1$$

(7.3.10)

which is proved by noting that the function $f_\nu(w)$ is analytic in the disk $|w| < 1$ and satisfies the differential equation

$$w(1 + w)f_\nu'' + (\frac{1}{4} + 2w)f_\nu' - \nu(f_\nu + 1)f_\nu = 0.$$  

(7.3.11)

But replacing $w$ by $-w$ converts (7.3.11) into the hypergeometric equation with parameters $\alpha = -\nu, \beta = \nu + 1, \gamma = \frac{1}{2}$. Then, since equation (7.2.1) has a unique solution which is analytic in the disk $|w| < 1$ and approaches unity as $w \to 0$, it follows that

$$f_\nu(w) = F(-\nu, \nu + 1; \frac{1}{2}; -w),$$

as asserted.

We now substitute (7.3.10) into (7.3.9), obtaining the integral representation

$$P_\nu(z) = \frac{2}{\pi} \int_0^{\pi/2} f_\nu\left(\frac{z - 1}{2} \sin^2 \varphi\right) d\varphi$$

for the Legendre function of the first kind. In deriving this formula, it was assumed that $|z - 1| < 2$, but the integral in the right-hand side defines an analytic function for every $z$ in the complex plane cut along the segment $[-\infty, -1]$. In fact, for any such $z$, the variable

$$w = \frac{z - 1}{2} \sin^2 \varphi, \quad 0 \leq \varphi \leq \frac{\pi}{2}$$

belongs to the $w$-plane cut along $[-\infty, -1]$. Since $f_\nu(w)$ is analytic in this plane, our assertion follows by the usual theorem from complex variable theory.\(^{11}\)

Thus the analytic continuation of $P_\nu(z)$ is given by the formula

$$P_\nu(z) = \frac{2}{\pi} \int_0^{\pi/2} f_\nu\left(\frac{z - 1}{2} \sin^2 \varphi\right) d\varphi, \quad |\arg(z + 1)| < \pi.$$  

(7.3.12)

\(^{10}\) The point $w = 0$ is a regular point of the function $f_\nu(w)$, since $f_\nu(w)$ takes its original value after making a circuit around this point. To verify (7.3.11), it is convenient to first show that

$$\sqrt{w}[(\sqrt{1 + w} + w)(\sqrt{1 + w} + w)]^\nu - (\nu + 1)f_\nu = 0,$$

and then carry out the differentiation.

\(^{11}\) E. C. Titchmarsh, op. cit., p. 99.
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The function defined by (7.3.12) is analytic in the z-plane cut along [−∞, 1] (see Figure 24), where it is a solution of the differential equation (7.3.1), by an obvious application of the principle of analytic continuation.\(^{12}\) In particular, (7.3.12) implies

\[ P_\nu(1) = 1. \quad (7.3.13) \]

As will be shown below, every solution of (7.3.1) which is linearly independent of the solution \( u = P_\nu(z) \), approaches infinity as \( z \to 1 \), and therefore the Legendre function of the first kind can also be defined as the solution of (7.3.1) which approaches unity as \( z \to 1 \).

Since \( f_\nu(w) \) is an entire function of the parameter \( \nu \), it follows from (7.3.12) that the same is true of \( P_\nu(z) \). Moreover, it is easily verified that

\[ f_{-\nu-1}(w) = f_\nu(w), \]

and hence

\[ P_{-\nu-1}(z) = P_\nu(z) \quad (7.3.14) \]

for arbitrary real or complex \( \nu \).

To make the analytic continuation of \( Q_\nu(z) \), the Legendre function of the second kind, we start with the formula

\[ \int_1^\infty \frac{dt}{t^{2k+\nu+\frac{3}{2}}\sqrt{t-1}} = \frac{\sqrt{\pi} \Gamma(\nu + 1) \left(\frac{\nu}{2} + \frac{1}{2}\right) \left(\frac{\nu}{2} + \frac{1}{2}\right)_k}{\Gamma(\nu + \frac{3}{2}) \left(\frac{\nu}{2} + \frac{3}{4}\right) \left(\frac{\nu}{2} + \frac{5}{4}\right)_k}, \quad (7.3.15) \]

\[ \text{Re } \nu > -1, \quad k = 0, 1, 2, \ldots, \]

which is easily proved by making the substitution \( t = s^{-1} \) and using formulas (1.5.2), (1.5.6) and (1.2.3) from the theory of the gamma function. Then, using (7.3.15) and the definition of \( Q_\nu(z) \), and assuming that

\[ |z| > 1, \quad |\arg z| < \pi, \quad \text{Re } \nu > -1, \]

\[^{12}\text{Let } f(z) \text{ be analytic in a domain } D, \text{ and suppose } Lf(z) = 0 \text{ for all } z \text{ in a smaller domain } D^* \text{ contained in } D, \text{ where } L \text{ is a linear differential operator whose coefficients are analytic in } D. \text{[In the present case,} \]

\[ L = (1 - z^2) \frac{d^2}{dz^2} - 2z \frac{d}{dz} + \nu(\nu + 1).\]

Then \( Lf(z) = 0 \) for all \( z \) in \( D \). Cf. footnote 6, p. 3.
we have

\[ Q(z) = \frac{\sqrt{\pi} \Gamma(v + 1)}{\Gamma(v + \frac{3}{2}) (2z)^{v + \frac{1}{2}}} \sum_{k=0}^{\infty} \left( \frac{v}{2} + 1 \right) \left( \frac{v}{2} + \frac{1}{2} \right)_k \frac{1}{z^{2k}} \]

\[ = \frac{1}{(2z)^{v + \frac{1}{2}}} \sum_{n=0}^{\infty} \left( \frac{v}{2} + \frac{3}{4} \right)_n \frac{1}{k!} \int_1^\infty \frac{dt}{t^{v + \frac{3}{2}} \sqrt{t - 1}} \]

where reversing the order of summation and integration can be justified by an absolute convergence argument. The rest of the derivation is based on the formula

\[ F\left( \frac{\nu}{2} + \frac{3}{4}, \frac{\nu}{2} + \frac{5}{4}, \frac{\nu}{2} + \frac{3}{2}, \frac{1}{2} \right) = \frac{1}{\sqrt{1 - \nu}} \left( 1 + \sqrt{1 - \nu} \right)^{-\frac{\nu}{2}} = g(w). \]

To prove (7.3.17), it is sufficient to show that the right-hand side satisfies equation (7.2.1) for the values of \( \alpha = \frac{\nu}{2} + \frac{3}{4}, \beta = \frac{\nu}{2} + \frac{5}{4}, \gamma = \nu + \frac{3}{2}, z = w. \)

Together, (7.3.16) and (7.3.17) imply

\[ Q(z) = \frac{1}{(2z)^{v + \frac{1}{2}}} \int_1^\infty g_\nu \left( \frac{1}{e^{2\pi t}} \right) \frac{dt}{t^{v + \frac{3}{2}} \sqrt{t - 1}}, \]

\[ |z| > 1, \quad |\text{arg } z| < \pi, \quad \text{Re } \nu > -1. \]  

\[ ^{13} \text{To simplify the calculation, which is a bit tedious, it is convenient to first show that} \]

\[ (\sqrt{1 - wg_\nu})' = \frac{\left( \frac{\nu}{2} + 1 \right) g_\nu}{1 + \sqrt{1 - w}}, \quad \left[ \sqrt{1 - w} (\sqrt{1 - wg_\nu})' \right]' = \frac{\left( \frac{\nu}{2} + 1 \right) \left( \frac{\nu}{2} + \frac{3}{2} \right) g_\nu}{(1 + \sqrt{1 - w})^2}, \]

Then multiply the first equation by \((\nu + \frac{3}{2})\sqrt{1 - w}\) and the second by \(w\), carry out the differentiation, and add the resulting equations. Formula (7.3.17) can also be derived from the second of the formulas (9.8.3) by setting \( \alpha = \frac{\nu}{2} + \frac{3}{4}, z = w. \)
We now assume temporarily that $z$ is a real number greater than 1, and introduce a new variable of integration by setting

$$zt = 1 + (z - 1) \cosh^2 \psi.$$  

Then (7.3.18) takes the form\(^\text{14}\)

$$Q_\nu(z) = \int_0^\infty h_\nu\left(\frac{z - 1}{2} \cosh^2 \psi\right) d\psi,$$

where

$$h_\nu(w) = \frac{(\sqrt{1 + w} + \sqrt{w})^{-2\nu - 1}}{\sqrt{1 + w}} \quad |\arg w| < \pi, \quad |\arg (1 + w)| < \pi.$$

(7.3.19)

Although this formula for $Q_\nu(z)$ has been derived under the assumption that $z > 1$, it is not hard to see that the integral on the right has meaning in a larger region. In fact, for $z$ in the plane cut along $[-\infty, 1]$ and $\psi$ in the interval $[0, \infty],^{15}$ the integrand is continuous in $\psi$ for every $z$ and analytic in $z$ for every $\psi$. Moreover, if $\Re \nu > -1$, the integral converges uniformly in every region

$$0 < \rho \leq |z - 1| \leq R < \infty, \quad |\arg (z - 1)| \leq \pi - \delta,$$

and hence, by the usual argument,\(^\text{16}\) represents an analytic function in the plane cut along $[-\infty, 1]$. Thus the analytic continuation of $Q_\nu(z)$ is given by the formula

$$Q_\nu(z) = \int_0^\infty h_\nu\left(\frac{z - 1}{2} \cosh^2 \psi\right) d\psi, \quad |\arg (z - 1)| < \pi, \quad \Re \nu > -1.$$  

(7.3.20)

To obtain the analytic continuation of $Q_\nu(z)$ for the case $\Re \nu \leq -1$, we first observe that $Q_\nu(z)$ satisfies the recurrence relation

$$Q_\nu(z) = \frac{2\nu + 3}{\nu + 1} z Q_{\nu + 1}(z) - \frac{\nu + 2}{\nu + 1} Q_{\nu + 2}(z),$$

(7.3.21)

which can be verified by direct substitution of the series (7.3.7). If $\rho$ is any

\(^{14}\) In the course of the calculations, we use the familiar identity

$$\sqrt{A + \sqrt{B}} = \frac{\sqrt{A + \sqrt{A^2 - B}}}{\sqrt{A^2 - B}} + \frac{\sqrt{A - \sqrt{A^2 - B}}}{\sqrt{A^2 - B}}.$$  

\(^{15}\) For these values of $z$ and $\psi$, the variable

$$w = \frac{z - 1}{2} \cosh^2 \psi$$

belongs to the plane cut along $[-\infty, 0]$, where $h_\nu(w)$ is analytic.

positive integer, we can use (7.3.21) to write the function \( Q_\nu(z) \) with arbitrary index \( \nu \neq -1, -2, \ldots \) in the form

\[
Q_\nu(z) = a_\nu(z, \nu)Q_{\nu+1}(z) + b_\nu(z, \nu)Q_{\nu+1+1}(z),
\]

(7.3.22)

where \( a_\nu(z, \nu) \) and \( b_\nu(z, \nu) \) are polynomials in \( z \). Then, choosing \( p \) so large that \( \text{Re } \nu > -(p + 1) \), we can use (7.3.20) to make the analytic continuation of each of the Legendre functions in the right-hand side of (7.3.22), and substituting the corresponding expressions into (7.3.22), we obtain a function which is analytic in the \( z \)-plane cut along \([-\infty, 1]\) (see Figure 25). It follows that \( Q_\nu(z) \) is analytic in this cut plane, for arbitrary complex \( \nu \neq -1, -2, \ldots \). Like \( P_\nu(z) \), the function \( Q_\nu(z) \) satisfies the differential equation (7.3.1) [cf. footnote 12, p. 167]. Moreover, (7.3.20) implies

\[
\lim_{z \to 1-} Q_\nu(z) = \infty.
\]

(7.3.23)

Comparing (7.3.23) and (7.3.13), we see that \( P_\nu(z) \) and \( Q_\nu(z) \) are linearly independent solutions of (7.3.1).

We now study \( Q_\nu(z) \) as a function of the degree \( \nu \), and show that for every fixed \( z \), the ratio

\[
q_\nu(z) = \frac{Q_\nu(z)}{\Gamma(\nu + 1)}
\]

(7.3.24)

is an entire function of \( \nu \). For \( |z| > 1 \), this fact is an immediate consequence of (7.3.7). To give a proof which is valid for every \( z \) in the plane cut along \([-\infty, 1]\), we use the integral representation (7.3.20) and the recurrence relation

\[
q_\nu(z) = (2\nu + 3)q_{\nu+1}(z) - (\nu + 2)^2q_{\nu+2}(z),
\]

(7.3.25)

implied by (7.3.21). It follows from (7.3.20) that \( q_\nu(z) \) is an analytic function of \( \nu \) in the half-plane \( \text{Re } \nu > -1 \).\(^{17}\) Repeated application of (7.3.25) leads to the expression

\[
q_\nu(z) = \alpha_\nu(\nu, z)q_{\nu+1}(z) + \beta_\nu(\nu, z)q_{\nu+1+1}(z),
\]

(7.3.26)

where \( p \) is a positive integer, and \( \alpha_\nu(\nu, z) \), \( \beta_\nu(\nu, z) \) are polynomials in \( \nu \). It follows that \( q_\nu(z) \) is analytic in the half-plane \( \text{Re } \nu > -(p + 1) \). Since \( p \) can be

---

\(^{17}\) Note that \( h_\nu(\omega) \) is an entire function of \( \nu \), while the integral (7.3.20) is uniformly convergent in \( \nu \) in the region \( \text{Re } \nu \geq -1 + \delta \), where \( \delta > 0 \) is arbitrarily small. Therefore the usual theorem concerning analytic functions defined by integrals is applicable.
chosen arbitrarily large, we conclude that \( q_\nu(z) \) is an entire function of \( \nu \).

Therefore, according to (7.3.24), \( Q_\nu(z) \) is a meromorphic function of \( \nu \), with simple poles at the points \( \nu = -1, -2, \ldots \)

The general solution \( u \) of the differential equation (7.3.1) can be written as a linear combination of Legendre functions of the first and second kinds, i.e.,

\[
    u = A P_\nu(z) + B Q_\nu(z),
\]

where \( |\arg(z - 1)| < \pi, \nu \neq -1, -2, \ldots \). In the applications, it is often necessary to find a general solution of (7.3.1) for the case where \( x \) is a real number in the interval \((-1, 1)\). Since \( P_\nu(z) \) is defined for such \( x \), we need only construct a second linearly independent solution. It is not hard to see that such a solution is given by the function

\[
    Q_\nu(x) = \frac{1}{2}[Q_\nu(x + i0) + Q_\nu(x - i0)],
\]

equal to half the sum of the values of \( Q_\nu(z) \) on the upper and lower edges of the cut (cf. Sec. 7.7).\(^{18}\) Thus, if \( z = x \ (-1 < x < 1) \), the general solution of (7.3.1) is

\[
    u = A P_\nu(x) + B Q_\nu(x), \quad \nu \neq -1, -2, \ldots
\]

### 7.4. Integral Representations of the Legendre Functions

The Legendre functions have various integral representations in terms of definite integrals and contour integrals containing the variables \( z \) and \( \nu \) as parameters. As a rule, the most general representations of this type involve contour integrals, but for practical purposes, representations involving integrals along segments of the real axis are of greatest importance. For this reason, we will only consider representations of this type, referring the reader elsewhere for integral representations of other kinds.\(^{19}\)

We begin by deriving an integral representation of the function \( P_\nu(z) \). Assuming that \( z = \cosh \alpha \) (\( \alpha > 0 \)) and introducing a new variable of integration

\[
    \sinh \frac{\theta}{2} = \sinh \frac{\alpha}{2} \sin \varphi,
\]

we find that

\[
    P_\nu(\cosh \alpha) = \frac{2}{\pi} \int_0^\alpha \frac{\cosh (\nu + \frac{1}{2}) \theta}{\sqrt{2 \cosh \alpha - 2 \cosh \theta}} \, d\theta
\]

\(^{18}\) In the German literature, the symbols \( P_\nu(z) \) and \( Q_\nu(z) \) are used to denote the solutions of (7.3.1) for \(-1 < z < 1\), and the corresponding Gothic letters are used for all other cases.

for any real or complex value of the degree $\nu$. Writing (7.4.1) in the form

$$P_\nu(cosh \alpha) = \frac{1}{\pi} \int_{-\alpha}^{\alpha} \frac{e^{-(\nu + \frac{1}{2}) \theta}}{\sqrt{2 \cosh \alpha - 2 \cosh \theta}} d\theta$$

and then setting

$$e^\eta = \cosh \alpha + \sinh \alpha \cos \psi,$$

we arrive at another integral representation of the Legendre function of the first kind, i.e.,

$$P_\nu(cosh \alpha) = \frac{1}{\pi} \int_{0}^{\pi} \frac{d\psi}{(\cosh \alpha + \sinh \alpha \cos \psi)^{\nu + 1}}$$

(7.4.2)

where $\nu$ is arbitrary. Replacing $\nu$ by $-\nu - 1$ in (7.4.2) and using (7.3.14), we obtain

$$P_\nu(cosh \alpha) = \frac{1}{\pi} \int_{0}^{\pi} \frac{d\psi}{(\cosh \alpha + \sinh \alpha \cos \psi)^{\nu}}$$

(7.4.3)

Two other useful integral representations of the function $P_\nu(cosh \alpha)$ can be derived from (7.4.1) by using contour integration, provided that $-1 < \text{Re } \nu < 0$. We begin by considering the integral

$$\frac{1}{\pi} \int_{0}^{\pi} \frac{e^{\nu + \frac{1}{2} \theta}}{\sqrt{2 \cosh \alpha - 2 \cosh t}} dt,$$

evaluated along the contour $C$ consisting of the segments $(-\infty, -\alpha - \rho)$, $(-\alpha + \rho, \alpha - \rho)$ and $(\alpha + \rho, \infty)$ of the real axis, two semicircles of small radius $\rho$ bypassing the two branch points $t = \pm \alpha$, and the line $\text{Im } t = \pi$ (see Figure 26). Let $f(t)$ be the single-valued branch of $\sqrt{2 \cosh \alpha - 2 \cosh t}$ such that the values of $\text{arg } f$ along the segment $(-\alpha + \rho, -\alpha - \rho)$, the segment $(\alpha + \rho, \infty)$, the line $\text{Im } t = \pi$ and the segment $(-\infty, \alpha - \rho)$ are $0$, $-\pi/2$, $0$ and $\pi/2$, respectively. Then $f(t)$ is analytic inside $C$, and if $-1 < \text{Re } \nu < 0$, the integrals along the segments $\text{Re } t = \pm N$, needed to close the contour,
approach zero as \( N \to \infty \). Therefore, passing to the limit as \( \rho \to 0 \), and taking account of the change of \( \arg f \) along the path of integration, we obtain

\[
\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{i\nu + i\frac{1}{2} \pi j}}{\sqrt{2 \cosh \alpha - 2 \cosh \theta}} \, d\theta - \frac{1}{\pi i} \int_{-\infty}^{\infty} \frac{e^{i\nu + i\frac{1}{2} \pi j}}{\sqrt{2 \cosh \alpha - 2 \cosh \theta}} \, d\theta
\]

\[
+ \frac{1}{\pi} \int_{-\infty}^{-\infty} \frac{e^{i\nu + i\frac{1}{2} \pi j}}{\sqrt{2 \cosh \theta + 2 \cosh \alpha}} \, d\theta - \frac{1}{\pi i} \int_{-\infty}^{-\infty} \frac{e^{i\nu + i\frac{1}{2} \pi j}}{\sqrt{2 \cosh \theta - 2 \cosh \alpha}} \, d\theta = 0,
\]

which after some simple transformations becomes

\[
P_\nu (\cosh \alpha) = \frac{2}{\pi} e^{i\nu + i\frac{1}{2} \pi j} \int_{0}^{\infty} \frac{\cosh (\nu + \frac{1}{2})}{{\sqrt{\cosh \theta + 2 \cosh \alpha}}} \, d\theta
\]

\[
+ \frac{2}{\pi i} \int_{\infty}^{-\infty} \frac{\sinh (\nu + \frac{1}{2})}{{\sqrt{\cosh \theta - 2 \cosh \alpha}}} \, d\theta,
\]

\( -1 < \text{Re} \nu < 0 \) \hspace{1cm} (7.4.4)

Replacing \( \nu \) by \(-\nu - 1\) in (7.4.4) and recalling (7.3.14), we find that

\[
P_\nu (\cosh \alpha) = \frac{2}{\pi} e^{-(\nu + i\frac{1}{2} \pi j)} \int_{0}^{\infty} \frac{\cosh (\nu + \frac{1}{2})}{{\sqrt{\cosh \theta + 2 \cosh \alpha}}} \, d\theta
\]

\[- \frac{2}{\pi i} \int_{\infty}^{-\infty} \frac{\sinh (\nu + \frac{1}{2})}{{\sqrt{\cosh \theta - 2 \cosh \alpha}}} \, d\theta,
\]

\( -1 < \text{Re} \nu < 0 \), \hspace{1cm} (7.4.5)

where again \(-1 < \text{Re} \nu < 0\). Adding (7.4.4) and (7.4.5), and then subtracting (7.4.5) from (7.4.4), we obtain

\[
2P_\nu (\cosh \alpha) = \frac{4}{\pi} \cos (\nu + \frac{1}{2}) \pi \int_{0}^{\infty} \frac{\cosh (\nu + \frac{1}{2})}{{\sqrt{\cosh \theta + 2 \cosh \alpha}}} \, d\theta,
\]

\[
0 = \frac{4 i}{\pi} \sin (\nu + \frac{1}{2}) \pi \int_{0}^{\infty} \frac{\cosh (\nu + \frac{1}{2})}{{\sqrt{\cosh \theta + 2 \cosh \alpha}}} \, d\theta
\]

\[
+ \frac{4}{\pi i} \int_{\infty}^{-\infty} \frac{\sinh (\nu + \frac{1}{2})}{{\sqrt{\cosh \theta - 2 \cosh \alpha}}} \, d\theta,
\]

which imply the desired integral representations

\[
P_\nu (\cosh \alpha) = \frac{2}{\pi} \cos (\nu + \frac{1}{2}) \pi \int_{0}^{\infty} \frac{\cosh (\nu + \frac{1}{2})}{{\sqrt{\cosh \theta + 2 \cosh \alpha}}} \, d\theta,
\]

\( \alpha > 0 \), \hspace{1cm} -1 < \text{Re} \nu < 0, \hspace{1cm} (7.4.6)

\[
P_\nu (\cosh \alpha) = \frac{2}{\pi} \cot (\nu + \frac{1}{2}) \pi \int_{0}^{\infty} \frac{\sinh (\nu + \frac{1}{2})}{{\sqrt{\cosh \theta - 2 \cosh \alpha}}} \, d\theta,
\]

\( \alpha > 0 \), \hspace{1cm} -1 < \text{Re} \nu < 0. \hspace{1cm} (7.4.7)

Next we derive integral representations of \( Q_\nu(z) \), the Legendre function
of the second kind. Assuming that $z = \cosh \alpha (\alpha > 0)$ and introducing a new variable of integration in (7.3.20) by setting

$$\sinh \frac{\theta}{2} = \sinh \frac{\alpha}{2} \cosh \psi,$$

we find that

$$Q_{\nu}(\cosh \alpha) = \int_{\alpha}^{\infty} \frac{e^{-\nu + \frac{1}{2} \theta}}{\sqrt{2 \cosh \theta - 2 \cosh \alpha}} d\theta \quad (7.4.8)$$

for $\Re \nu > -1$. Then writing

$$e^{\theta} = \cosh \alpha + \sinh \alpha \cosh \varphi,$$

we reduce (7.4.8) to the form

$$Q_{\nu}(\cosh \alpha) = \int_{0}^{\infty} \frac{d\varphi}{(\cosh \alpha + \sinh \alpha \cosh \varphi)^{\nu+1}} \quad \alpha > 0, \quad \Re \nu > -1. \quad (7.4.9)$$

Formulas (7.4.1–9) were derived under the assumption that $\alpha > 0$, i.e., that $z = \cosh \alpha > 1$, but, according to the principle of analytic continuation, they remain valid in any region of the complex $\alpha$-plane where both sides of a given formula represent an analytic function. For example, (7.4.2) holds in the region $\Re \cosh \alpha > 0$, while (7.4.6) holds in the whole $\zeta$-plane cut along $[-\infty, -1]$.

Finally, we derive an integral representation of the function $P_{\nu}(z)$ which is valid in the interval $-1 < z < 1$. In this case we set

$$z = \cos \beta (0 < \beta < \pi), \quad \sin \frac{\theta}{2} = \sin \frac{\beta}{2} \sin \varphi$$

in formula (7.3.12), obtaining

$$P_{\nu}(\cos \beta) = \frac{2}{\pi} \int_{0}^{\pi} \frac{\cos (\nu + \frac{1}{2}) \theta}{\sqrt{2 \cos \theta - 2 \cos \beta}} d\theta \quad (7.4.10)$$

for arbitrary values of the degree $\nu$.

### 7.5. Some Relations Satisfied by the Legendre Functions

The differential equation (7.3.1) does not change if we replace $\nu$ by $-\nu - 1$ or $z$ by $-z$, and hence it has solutions $P_{-\nu-1}(z)$, $Q_{-\nu-1}(z)$, $P_{\nu}(z)$, and $Q_{\nu}(z)$, as well as $P_{\nu}(z)$ and $Q_{\nu}(z)$. Since every three solutions of a second-order linear differential equation are linearly dependent, there must be certain functional relations between the solutions just enumerated. The simplest such relation is the formula

$$P_{-\nu-1}(z) = P_{\nu}(z), \quad (7.5.1)$$
proved in Sec. 7.3. To obtain a relation connecting \( P_\nu(z) \), \( Q_\nu(z) \) and \( Q_{-\nu-1}(z) \), we assume temporarily that \( z > 1 \) and \( -1 < \Re \nu < 0 \). In this case, \( -1 < \Re (-\nu - 1) < 0 \), and using formulas (7.4.7–8), we have

\[
Q_\nu(\cosh x) - Q_{-\nu-1}(\cosh x) = \pi \cot \pi \nu P_\nu(\cosh x),
\]

or

\[
\sin \nu \pi [Q_\nu(z) - Q_{-\nu-1}(z)] = \pi \cos \nu \pi P_\nu(z).
\] (7.5.2)

Formula (7.5.2) remains valid for all \( z \) in the plane cut along \([ -\infty, 1 ]\), since in this region both sides are analytic functions of \( z \). Moreover, for all \( z \) in the cut plane, both sides of (7.5.2) are analytic functions of \( \nu \), except when \( \nu \) is an integer, and therefore (7.5.2) holds for all \( \nu \neq 0, \pm 1, \pm 2, \ldots \). Setting \( \nu = n - \frac{1}{2} (n = 0, \pm 1, \pm 2, \ldots) \) in (7.5.2), we find that

\[
Q_{n-\frac{1}{2}}(z) = Q_{-n-\frac{1}{2}}(z).
\] (7.5.3)

We now derive another relation between the solutions of (7.3.1), assuming temporarily that \( |z| > 1 \) and \( |\arg z| < \pi \). Then formula (7.3.7) gives

\[
Q_{\nu}(z) = -e^{\pi i \nu} Q_{\nu}(z), \quad \nu \neq -1, -2, \ldots,
\] (7.5.4)

where the upper sign corresponds to \( \Im z > 0 \) and the lower sign to \( \Im z < 0 \). Using the principle of analytic continuation, we can drop the condition \( |z| > 1 \), thereby establishing the validity of (7.5.4) for arbitrary \( z \) in the plane cut along \([ -\infty, 1 ]\) and arbitrary \( \nu \neq -1, -2, \ldots \). Finally, combining (7.5.2) and (7.5.4), we obtain

\[
-\sin \nu \pi [e^{\pi i \nu} Q_{\nu}(z) + e^{-\pi i \nu} Q_{-\nu-1}(z)] = \pi \cos \nu \pi P_\nu(-z),
\]

and then using (7.5.2) to eliminate \( Q_{-\nu-1}(z) \), we find that

\[
\frac{2 \sin \nu \pi}{\pi} Q_\nu(z) = P_\nu(z)e^{\pi i \nu} - P_\nu(-z),
\] (7.5.5)

where \( \nu \neq -1, -2, \ldots \), and the upper sign is chosen if \( \Im z > 0 \) and the lower sign if \( \Im z < 0 \).

The relations (7.5.1–5) play an important role in the theory of spherical harmonics. In particular, it follows from (7.5.5) that

\[
\frac{2 \sin \nu \pi}{\pi} Q_\nu(x + i0) = P_\nu(x)e^{-\pi i \nu} - P_\nu(-x),
\]

\[
\frac{2 \sin \nu \pi}{\pi} Q_\nu(x - i0) = P_\nu(x)e^{\pi i \nu} - P_\nu(-x),
\] (7.5.6)

if \( -1 < x < 1 \). This implies

\[
Q_\nu(x + i0) - Q_\nu(x - i0) = -i\pi P_\nu(x), \quad -1 < x < 1,
\] (7.5.7)

and shows why the cut must be extended to the point \( z = 1 \) in the case of a Legendre function of the second kind.
7.6. Series Representations of the Legendre Functions

The Legendre functions defined in Sec. 7.3 are analytic functions of the complex variable $z$ in the plane cut along \([-\infty, -1]\) in the case of $P_\nu(z)$, and along \([-\infty, 1]\) in the case of $Q_\nu(z)$. In restricted regions of these cut planes, the Legendre functions can be represented by hypergeometric series with various choices of $\alpha, \beta, \gamma$ and $z$, examples of which are given by the series (7.3.6–7). A simple method for constructing all expansions of this type is due to Barnes, and is based on transformations of the contour integrals used to define the Legendre functions, but most of these results can be obtained by more elementary means. We begin by deriving formulas suitable for representing the Legendre functions in the domain $|z| > 1, \arg z < \pi$. According to (7.3.7), we have

$$Q_\nu(z) = \frac{\sqrt{\pi} \Gamma(\nu + 1)}{\Gamma(\nu + \frac{3}{2})(2z)^{\nu + 1}} F\left(\nu + 1, \frac{\nu}{2} + \frac{1}{2}, \nu + \frac{3}{2}, \frac{1}{z^2}\right)$$  \hspace{1cm} (7.6.1)

for $z$ in this domain and arbitrary $\nu \neq -1, -2, \ldots$ To obtain the corresponding series expansion of the Legendre function of the first kind, we assume temporarily that $2\nu$ is not an integer and use the relation (7.5.2), which can then be written in the form

$$P_\nu(z) = \frac{\tan \nu \pi}{\pi} [Q_\nu(z) - Q_{-\nu-1}(z)].$$ \hspace{1cm} (7.6.2)

Substituting the series (7.6.1) into (7.6.2), and using formula (1.2.2) to transform the ratios of gamma functions we obtain

$$P_\nu(z) = \frac{\Gamma(\nu + \frac{1}{2})}{\sqrt{\pi} \Gamma(\nu + 1)} (2z)^{-\nu} F\left(1 - \nu, \frac{\nu}{2} - \frac{1}{2}, -\nu; \frac{1}{z^2}\right)$$

$$+ \frac{\Gamma(-\nu - \frac{1}{2})}{\sqrt{\pi} \Gamma(-\nu)} (2z)^{-\nu-1} F\left(\nu + 1, \frac{\nu}{2} + \frac{1}{2}; \nu + \frac{3}{2}, \frac{1}{z^2}\right),$$

$$|z| > 1, \hspace{1cm} |\arg z| < \pi. \hspace{1cm} (7.6.3)$$

The condition imposed on the parameter $\nu$ can be replaced by the weaker condition $2\nu \neq 2p + 1 (p = 0, \pm 1, \pm 2, \ldots)$, since both sides of (7.6.3) remain analytic at points $\nu = p$. Therefore formula (7.6.3) holds for any $\nu \neq \pm \frac{1}{2}, \pm \frac{3}{2}, \ldots$

To derive expansions of the Legendre functions which hold in the part of

---

20 E. W. Barnes, op. cit. The reader familiar with the theory of the hypergeometric function can derive the formulas of this section as special cases of the general relations of Secs. 9.5–6. A compilation of representations of the Legendre functions in terms of hypergeometric series is given in the Bateman Manuscript Project, Higher Transcendental Functions, Vol. I, pp. 124–139.
the cut plane where \(|z| < 1\), we first note that the substitution \(t = z^2\) transforms the differential equation (7.3.1) into
\[
(1 - t) \frac{d^2u}{dt^2} + \left( \frac{1}{2} - \frac{3}{2} t \right) \frac{du}{dt} + \frac{\nu}{2} \left( \frac{\nu}{2} + \frac{1}{2} \right) u = 0, \tag{7.6.4}
\]
which is the special case of the hypergeometric equation (7.2.1) corresponding to the values
\[
\alpha = -\frac{\nu}{2}, \quad \beta = -\frac{1}{2}, \quad \gamma = \frac{1}{2}.
\]
According to Sec. 7.2, the general solution of (7.6.4) for \(|z| < 1\) can be written in the form
\[
u = AF\left( \frac{\nu}{2} + \frac{1}{2} - \frac{1}{2} \cdot \frac{3}{2} \cdot z^2 \right) + BzF\left( \frac{1}{2} - \frac{\nu}{2} + \frac{1}{2} + \frac{3}{2} \cdot z^2 \right), \tag{7.6.5}
\]
where \(A\) and \(B\) are arbitrary constants. In particular, if the values of these constants are chosen to be \(A = P_\nu(0), B = P'_\nu(0)\), then \(u \equiv P_\nu(z)\), and to obtain the desired expansion, we need only calculate the values of the Legendre function \(P_\nu(z)\) and its derivative at the point \(z = 0\).

With this aim, we set \(z = 0\) in the series (7.3.6), obtaining
\[
P_\nu(0) = F(-\nu, \nu + 1; 1; \frac{1}{2}) = \sum_{k=0}^{\infty} \frac{(-\nu)_k (\nu + 1)_k}{(1)_k k!} \frac{1}{2^k} = \frac{1}{\Gamma(-\nu) \Gamma(\nu + 1)} \sum_{k=0}^{\infty} \frac{\Gamma(\nu - k)! \Gamma(\nu + k + 1)}{2^k k!^2} = \frac{\sin \nu \pi}{\pi} \sum_{k=0}^{\infty} \frac{\Gamma(\nu - k)! \Gamma(\nu + k + 1)}{2^k k!^2},
\]
where we have used formula (1.2.2) from the theory of the gamma function.

If we temporarily assume that \(-1 < \Re \nu < 0\), then (see Sec. 1.5)
\[
\frac{\Gamma(\nu - k)! \Gamma(\nu + k + 1)}{\Gamma(\nu + 1)} = B(k - \nu, \nu + 1) = \int_0^1 t^{k - \nu - 1}(1 - t)^\nu dt,
\]
\(k = 0, 1, 2, \ldots\),

and hence
\[
P_\nu(0) = \frac{\sin \nu \pi}{\pi} \sum_{k=0}^{\infty} \frac{\Gamma(\nu + 1)}{2^k k!^2} \int_0^1 t^{k - \nu - 1}(1 - t)^\nu dt = \frac{\sin \nu \pi}{\pi} \int_0^1 t^{\nu - 1}(1 - t)^\nu dt \sum_{k=0}^{\infty} \frac{\Gamma(k + \nu + 1)}{k! \Gamma(\nu + 1)} \left( t^k \right)^\nu = \frac{\sin \nu \pi}{\pi} \int_0^1 t^{1/2}(1 - t)^{\nu - 1} dt,
\]
where the reversal of the order of summation and integration is justified by an absolute convergence argument. Setting $1 - t = \sqrt{s}$, we find that

$$P_{\nu}(0) = -\frac{2^\nu \sin \nu \pi}{\pi} \int_0^1 s^\nu (1 - s)^{-\nu - 1} dS = -\frac{2^\nu \sin \nu \pi}{\pi} \frac{\Gamma(-\nu)\Gamma\left(\frac{\nu}{2} + \frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} - \nu\right)}$$

or

$$P_{\nu}(0) = \frac{\sqrt{\pi}}{\Gamma\left(\frac{1}{2} - \nu\right)\Gamma\left(\frac{\nu}{2} + 1\right)}$$ (7.6.6)

where we have used formulas (1.2.2–3). Since both sides of (7.6.6) are entire functions of $\nu$, our result holds for arbitrary values of $\nu$. Using (1.2.2), we can also write (7.6.6) in the form

$$P_{\nu}(0) = \frac{\Gamma\left(\frac{\nu}{2} + \frac{1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{\nu}{2} + 1\right)} \sin \frac{\nu \pi}{2}$$ (7.6.7)

Once we have found $P_{\nu}(0)$, we can easily deduce $P'_{\nu}(0)$ by using the recurrence relation (7.8.5). This gives

$$P'_{\nu}(0) = \nu P_{\nu-1}(0) = \nu \frac{\Gamma\left(\frac{\nu}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{\nu}{2} + \frac{1}{2}\right)} \sin \frac{\nu \pi}{2}$$

or

$$P'_{\nu}(0) = \frac{2\nu \Gamma\left(\frac{\nu}{2} + 1\right)}{\sqrt{\pi} \Gamma\left(\frac{\nu}{2} + \frac{1}{2}\right)} \sin \frac{\nu \pi}{2}$$ (7.6.8)

where we take account of formula (1.2.1). Combining (7.6.5, 7–8), we obtain the following series expansion of the Legendre function of the first kind, valid for $|z| < 1$ and arbitrary $\nu$:

$$P_{\nu}(z) = \frac{\Gamma\left(\frac{\nu}{2} + \frac{1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{\nu}{2} + 1\right)} \cos \frac{\nu \pi}{2} F\left(\frac{\nu}{2} + \frac{1}{2}, \frac{\nu}{2} + 1; z^2\right)$$

$$+ \frac{2\nu \Gamma\left(\frac{\nu}{2} + 1\right)}{\sqrt{\pi} \Gamma\left(\frac{\nu}{2} + \frac{1}{2}\right)} \sin \frac{\nu \pi}{2} z F\left(1 - \frac{\nu}{2}, \frac{\nu}{2} + \frac{3}{2}; z^2\right).$$ (7.6.9)
The corresponding expansion for the Legendre function of the second kind is obtained from (7.6.9) and (7.5.5). After some simple transformations, we find that

\[
Q_\nu(z) = e^{\nu \pi i / 2} \left[ \frac{\Gamma \left( \frac{\nu}{2} + 1 \right) \sqrt{\pi}}{\Gamma \left( \frac{\nu}{2} + 1 / 2 \right)} \, z F \left( \frac{\nu}{2} + \frac{1}{2}, \frac{\nu}{2} + 1 / 2; z^2 \right) \right. \\
+ \left. \frac{\Gamma \left( \frac{\nu}{2} + 1 \right) \sqrt{\pi}}{2 \Gamma \left( \frac{\nu}{2} + 1 / 2 \right)} \, F \left( \frac{\nu}{2} + \frac{1}{2}, -\frac{\nu}{2}; z^2 \right) \right],
\]

(7.6.10)

where \(|z| < 1, \nu \neq -1, -2, \ldots\), and the upper sign is chosen if \(\text{Im} \, z > 0\) and the lower sign if \(\text{Im} \, z < 0\). A formula of even greater practical interest is the series expansion of \(Q_\nu(x)\), obtained from (7.6.10) and (7.3.28):

\[
Q_\nu(x) = \frac{\Gamma \left( \frac{\nu}{2} + 1 \right) \sqrt{\pi} \cos \frac{\nu \pi}{2}}{\Gamma \left( \frac{\nu}{2} + 1 / 2 \right)} \, x F \left( \frac{\nu}{2} - \frac{\nu}{2} + \frac{1}{2}; \frac{3}{2}; x^2 \right) \\
- \frac{\Gamma \left( \frac{\nu}{2} + 1 \right) \sqrt{\pi} \sin \frac{\nu \pi}{2}}{2 \Gamma \left( \frac{\nu}{2} + 1 / 2 \right)} \, F \left( \frac{\nu}{2} + \frac{1}{2}, -\frac{\nu}{2}; x^2 \right) \\
-1 < x < 1, \quad \nu \neq -1, -2, \ldots
\]

(7.6.11)

To obtain another important class of expansions of Legendre functions, we temporarily assume that \(z\) is a real number greater than 1 and that \(\text{Re} \, \nu > -1\). Writing \(z = \cosh x (x > 0)\) and using the integral representation (7.4.9), we obtain

\[
Q_\nu(\cosh x) = \int_0^\infty \frac{d\varphi}{(\cosh x + \sinh x \cosh \varphi)^{\nu + 1}} = \int_0^\infty \frac{d\varphi}{(e^{\varphi} \cosh^{2 \nu} x - e^{-\varphi} \sinh^{2 \nu} x)^{\nu + 1}}
\]

\[
= e^{-(\nu + 1)x} \int_0^\infty \frac{d\varphi}{\left( 1 - e^{-2\varphi} \tanh^{2 \nu} \frac{\varphi}{2} \right)^{\nu + 1 / 2} \cosh^{2 \nu + 2} \frac{\varphi}{2}}
\]

\[
= e^{-(\nu + 1)x} \int_0^\infty \frac{d\varphi}{\cosh^{2 \nu + 2} \frac{\varphi}{2}} \sum_{k=0}^\infty \frac{\Gamma(\nu + k + 1)}{\Gamma(\nu + 1)k!} \, e^{-2k\varphi} \tanh^{2k} \frac{\varphi}{2}
\]

\[
= e^{-(\nu + 1)x} \sum_{k=0}^\infty \frac{\Gamma(\nu + k + 1)}{\Gamma(\nu + 1)k!} \, e^{-2k\varphi} \int_0^\infty \frac{\tanh^{2k} \frac{\varphi}{2}}{\cosh^{2 \nu + 2} \frac{\varphi}{2}} d\varphi.
\]
where the reversal of the order of summation and integration is easily justified. Then setting \( t = \tanh^{2} (\varphi/2) \), we find that

\[
\int_{0}^{\infty} \frac{\tanh^{2k} \varphi}{\cosh^{2\nu + 2} \frac{\varphi}{2}} \, d\varphi = \int_{0}^{1} t^{k-\nu/2}(1 - t)^{\nu} \, dt = \frac{\Gamma(k + \frac{1}{2})\Gamma(\nu + 1)}{\Gamma(k + \nu + \frac{1}{2})},
\]

which implies

\[
Q_{\nu} (\cosh x) = e^{-(\nu + 1)x} \sum_{k=0}^{\infty} \frac{\Gamma(\nu + k + 1)\Gamma(k + \frac{1}{2})}{k!\Gamma(k + \nu + \frac{1}{2})} e^{-2kx}
\]

\[
= e^{-(\nu + 1)x} \frac{\Gamma(\nu + 1)\Gamma(\frac{1}{2})}{\Gamma(\nu + \frac{1}{2})} \sum_{k=0}^{\infty} \frac{(\nu + 1)_{k}(1/2)_{k}}{k!(\nu + \frac{1}{2})_{k}} e^{-2kx}.
\]

Therefore we have

\[
Q_{\nu} (\cosh x) = \frac{\sqrt{\pi} \Gamma(\nu + 1)}{\Gamma(\nu + \frac{1}{2})} e^{-(\nu + 1)x} \sum_{k=0}^{\infty} \frac{(\nu + 1)_{k}(1/2)_{k}}{k!(\nu + \frac{1}{2})_{k}} e^{-2kx}, \tag{7.6.12}
\]

or, if we return to the variable \( z \),

\[
Q_{\nu} (z) = \frac{\sqrt{\pi} \Gamma(\nu + 1)}{\Gamma(\nu + \frac{1}{2})} (z - \sqrt{z^{2} - 1})^{\nu+1} \sum_{k=0}^{\infty} \frac{(\nu + 1)_{k}(1/2)_{k}}{k!(\nu + \frac{1}{2})_{k}} (z - \sqrt{z^{2} - 1})^{2k}. \tag{7.6.13}
\]

Let \( z \) be a complex number belonging to the domain \(|\arg (z - 1)| < \pi\). Then

\[
w = z - \sqrt{z^{2} - 1} = z - \sqrt{z - 1}\sqrt{z + 1}
\]

belongs to the domain \(|w| < 1\), \(|\arg w| < \pi\), and is an analytic function of \( z \) (we choose the branch of \( \sqrt{z^{2} - 1} \) which is positive when \( z \) is real and greater than 1). Since both sides of (7.6.13) are analytic functions, this formula, just proved for real \( z > 1 \), remains valid in the whole domain \(|\arg (z - 1)| < \pi\). Using the principle of analytic continuation, we can also easily get rid of the condition \( \Re \nu > -1 \), replacing it by the single requirement that \( \nu \neq -1, -2, \ldots \) Therefore (7.6.13) holds throughout the domain of definition of \( Q_{\nu} (z) \), which explains the particular importance of this formula.

To derive a series expansion of the function \( P_{\nu}(z) \) from (7.6.13), we use the relation (7.6.2). Assuming temporarily that \( 2\nu \) is not an integer, we find after a simple calculation based on (1.2.2) that

\[
P_{\nu}(z) = \frac{\Gamma(\nu + 1)}{\sqrt{\pi} \Gamma(\nu + \frac{1}{2})} \tan \nu \pi (z - \sqrt{z^{2} - 1})^{\nu+1} \sum_{k=0}^{\infty} \frac{(\nu + 1)_{k}(1/2)_{k}}{k!(\nu + \frac{1}{2})_{k}} (z - \sqrt{z^{2} - 1})^{2k}
\]

\[
+ \frac{\Gamma(\nu + 1)}{\sqrt{\pi} \Gamma(\nu + 1)} (z - \sqrt{z^{2} - 1})^{-\nu} \sum_{k=0}^{\infty} \frac{(\nu + 1)_{k}(1/2)_{k}}{k!(\nu + \frac{1}{2})_{k}} (z - \sqrt{z^{2} - 1})^{-2k}, \tag{7.6.14}
\]

\(|\arg (z - 1)| < \pi\).
The condition imposed on the parameter \( \nu \) can be replaced by the weaker condition \( 2 \nu \neq 2p + 1 \) \( (p = 0, \pm 1, \pm 2, \ldots) \), since both sides of (7.6.14) remain analytic at the points \( \nu = p \). Therefore formula (7.6.14) holds for all \( \nu \neq \pm \frac{1}{3}, \pm \frac{2}{3}, \ldots \) and for all \( z \) in the plane cut along \([ -\infty, 1]\). For \( \nu = \pm \frac{1}{3}, \pm \frac{2}{3}, \ldots \), the formula becomes indeterminate, and a passage to the limit is required to obtain the corresponding analytic expression for \( P_n(z) \).

### 7.7. Wronskians of Pairs of Solutions of Legendre’s Equation

Let \( u_1(z) \) and \( u_2(z) \) be a pair of solutions of Legendre’s equation, with Wronskian \( W[u_1(z), u_2(z)] \) [see Sec. 5.9]. Then

\[
\frac{d}{dz} [(1 - z^2)u_1] + \nu (\nu + 1) u_1 = 0,
\]

\[
\frac{d}{dz} [(1 - z^2)u_2] + \nu (\nu + 1) u_2 = 0,
\]

and subtracting the first equation multiplied by \( u_2 \) from the second equation multiplied by \( u_1 \), we obtain

\[
\frac{d}{dz} [(1 - z^2) W[u_1(z), u_2(z)]] = 0,
\]

which implies

\[
W[u_1(z), u_2(z)] = \frac{C}{1 - z^2}.
\]

In particular, choosing \( u_1(z) = Q_\nu(z) \), \( u_2(z) = Q_{-\nu-1}(z) \), assuming temporarily that \( 2 \nu \) is not an integer, and letting \( |z| \to \infty \) in formula (7.6.1), we find that

\[
u_1(z) = \frac{\sqrt{\pi} \Gamma(\nu + 1)}{\Gamma(\nu + \frac{1}{2}, 2z)^{\nu + 1}} [1 + O(|z|^{-3})],
\]

\[
u_2(z) = \frac{\sqrt{\pi} \Gamma(-\nu)}{\Gamma(\frac{1}{2} - \nu)} (2z)^\nu [1 + O(|z|^{-3})],
\]

\[
u_3(z) = \frac{-\sqrt{\pi} \Gamma(\nu + 1)}{\Gamma(\nu + \frac{1}{2}, 2z)^{\nu + 1} z} [1 + O(|z|^{-3})],
\]

\[
u_4(z) = \frac{\sqrt{\pi} \Gamma(-\nu)}{\Gamma(\frac{1}{2} - \nu)} [1 + O(|z|^{-3})].
\]

Therefore

\[
W[u_1(z), u_2(z)] = \frac{\pi \Gamma(\nu + 1) \Gamma(-\nu)}{2 \Gamma(\frac{1}{2} - \nu) \Gamma(\nu + \frac{1}{2})} \frac{2\nu + 1}{z^2} [1 + O(|z|^{-3})]
\]

\[
= -\pi \cot \nu \pi \frac{1}{z^2} [1 + O(|z|^{-3})],
\]
where we have used formulas (1.2.1–2) from the theory of the gamma function. A comparison of these results shows that for our choice of \( \nu_1 \) and \( \nu_2 \), the constant \( C \) equals \( \pi \cot \nu \pi \), and hence

\[
W(Q_{\nu}(z), Q_{-\nu-1}(z)) = \frac{\pi \cot \nu \pi}{1 - z^2}, \quad |\arg(z - 1)| < \pi. \tag{7.7.1}
\]

Formula (7.7.1) is valid for arbitrary \( \nu \neq 0, \pm 1, \pm 2, \ldots \), since both sides are still analytic at the points \( \nu = n - \frac{1}{2} \) (\( n = 0, \pm 1, \pm 2, \ldots \)). It follows from (7.7.1) that for all nonintegral \( \nu \), \( Q_{\nu}(z) \) and \( Q_{-\nu-1}(z) \) are a pair of linearly independent solutions of equation (7.3.1), except for the case of half-integral \( \nu \), where the Wronskian vanishes and \( Q_{\nu}(z), Q_{-\nu-1}(z) \) are connected by the linear relation (7.5.3).

Next let \( \nu_1 = P_{\nu}(z), \nu_2 = Q_{\nu}(z) \). To calculate the Wronskian of this pair of solutions, we use (7.6.2), assuming once again that \( 2\nu \) is not an integer. This gives

\[
W(P_{\nu}(z), Q_{\nu}(z)) = \frac{\tan \nu \pi}{\pi} W(Q_{\nu}(z), Q_{-\nu-1}(z)) = \frac{1}{1 - z^2}, \quad |\arg(z - 1)| < \pi. \tag{7.7.2}
\]

According to the principle of analytic continuation, (7.7.2) is valid for arbitrary \( \nu \neq -1, -2, \ldots \), and therefore the functions \( P_{\nu}(z), Q_{\nu}(z) \) are a pair of linearly independent solutions of equation (7.3.1) for any \( \nu \) such that both functions are meaningful.

Similarly, using the relation (7.5.5), we find that

\[
W(P_{\nu}(z), P_{\nu}(-z)) = -\frac{2\sin \nu \pi}{\pi} W(P_{\nu}(z), Q_{\nu}(z)) = -\frac{2\sin \nu \pi}{\pi} \frac{1}{1 - z^2}, \quad |\arg(1 \pm z)| < \pi, \tag{7.7.3}
\]

for arbitrary values of \( \nu \). Thus the solutions \( P_{\nu}(z) \) and \( P_{\nu}(-z) \) are linearly independent if \( \nu \) is not an integer. Finally we point out that in the interval \(-1 < x < 1\) we have the formula

\[
W(P_{\nu}(x), Q_{\nu}(x)) = \frac{1}{1 - x^2}, \tag{7.7.4}
\]

where \( Q_{\nu}(x) \) is the function defined by (7.3.28), and \( \nu \neq -1, -2, \ldots \).

The results obtained in this section show that the general solution of Legendre’s equation (7.3.1) can be written in any of the three equivalent forms

\[
\begin{align*}
\text{u} &= AP_{\nu}(z) + BQ_{\nu}(z), \quad |\arg(z - 1)| < \pi, \quad \nu \neq -1, -2, \ldots, \tag{7.7.5} \\
\text{u} &= CP_{\nu}(z) + DP_{\nu}(-z), \quad |\arg(1 \pm z)| < \pi, \quad \nu \neq 0, \pm 1, \pm 2, \ldots, \tag{7.7.6} \\
\text{u} &= EQ_{\nu}(z) + FQ_{-\nu-1}(z), \quad |\arg(z - 1)| < \pi, \quad 2\nu \neq 0, \pm 1, \pm 2, \ldots. \tag{7.7.7}
\end{align*}
\]
where \( A, B, \ldots, F \) are arbitrary constants. The same formulas can be written
for real \( z = x \) in the interval \((-1, 1)\), if \( Q_v(z) \) is taken to be the function
defined by (7.3.28).

### 7.8. Recurrence Relations for the Legendre Functions

The Legendre functions satisfy simple recurrence relations connecting functions
with consecutive indices. To derive these relations, we set \( z = \cosh \alpha \)
(\( \alpha > 0 \)), assuming for the time being that \( z \) is a real number greater
than 1. Then, using the integral representation (7.4.1), we have

\[
P_{v+1}(\cosh \alpha) + P_{v-1}(\cosh \alpha)
= \frac{4}{\pi} \int_0^\infty \frac{\cosh (v + \frac{1}{2}) \theta \cosh \theta}{\cosh \alpha - 2 \cosh \theta} d\theta
\]

\[
= \frac{4}{\pi} \int_0^\infty \cosh \alpha \cosh (v + \frac{1}{2}) \theta d\theta
- \frac{2}{\pi} \int_0^\infty \frac{\sqrt{2} \cosh \alpha - 2 \cosh \theta \cosh (v + \frac{1}{2}) \theta}{\cosh \alpha - 2 \cosh \theta} d\theta
\]

\[
= 2 \cosh \alpha P_v(\cosh \alpha)
- \frac{4}{(2v + 1)\pi} \int_0^\infty \frac{\sinh (v + \frac{1}{2}) \theta \sinh \theta}{\sqrt{2} \cosh \alpha - 2 \cosh \theta} d\theta
\]

\[
= 2 \cosh \alpha P_v(\cosh \alpha)
- \frac{4}{(2v + 1)\pi} \int_0^\infty \frac{\sinh (v + \frac{1}{2}) \theta \sinh \theta}{\sqrt{2} \cosh \alpha - 2 \cosh \theta} d\theta
\]

\[
= 2 \cosh \alpha P_v(\cosh \alpha)
- \frac{2}{(2v + 1)} \int_0^\infty \frac{\cosh (v + \frac{1}{2}) \theta - \cosh (v - \frac{1}{2}) \theta}{\sqrt{2} \cosh \alpha - 2 \cosh \theta} d\theta
\]

\[
= 2 \cosh \alpha P_v(\cosh \alpha)
- \frac{1}{2v + 1} \{P_{v+1}(\cosh \alpha) - P_{v-1}(\cosh \alpha)\},
\]

which implies

\[
(v + 1)P_{v+1}(z) - (2v + 1)zP_v(z) + vP_{v-1}(z) = 0. \quad (7.8.1)
\]

According to the principle of analytic continuation, formula (7.8.1) holds for
arbitrary \( z \) in the plane with a cut along the segment \([-\infty, -1]\). In the same
way, we find that

\[
P_{v+1}(\cosh \alpha) - P_{v-1}(\cosh \alpha)
= \frac{4}{\pi} \int_0^\infty \frac{\sinh (v + \frac{1}{2}) \theta \sinh \theta}{\sqrt{2} \cosh \alpha - 2 \cosh \theta} d\theta
\]

\[
= -\frac{4}{\pi} \int_0^\infty \sinh (v + \frac{1}{2}) \theta d\sqrt{2} \cosh \alpha - 2 \cosh \theta
\]

\[
= (2v + 1) \frac{2}{\pi} \int_0^\infty \sqrt{2} \cosh \alpha - 2 \cosh \theta \cosh (v + \frac{1}{2}) \theta d\theta.
\]
After differentiation with respect to \( z \), this becomes

\[
P'_{\nu+1}(\cosh z) - P'_{\nu-1}(\cosh z) = (2\nu + 1) \frac{2}{\pi} \int_0^\infty \frac{\cosh (\nu + \frac{1}{2})\theta}{\sqrt{2} \cosh z - 2 \cosh \theta} d\theta
\]

or

\[
P'_{\nu+1}(z) - P'_{\nu-1}(z) = (2\nu + 1)P_{\nu}(z), \tag{7.8.2}
\]

where the result holds in the whole plane cut along \([ -\infty, -1 \]).

The rest of the recurrence relations satisfied by the function \( P_{\nu}(z) \) can be deduced from formulas (7.8.1–2). For example, differentiating (7.8.1) with respect to \( z \) and using (7.8.2) to eliminate first \( P'_{\nu-1}(z) \) and then \( P'_{\nu+1}(z) \) from the resulting equation, we arrive at the relations

\[
P'_{\nu+1}(z) - zP'(z) = (\nu + 1)P_{\nu}(z), \tag{7.8.3}
\]
\[
zP'(z) - P'_{\nu-1}(z) = \nu P_{\nu}(z). \tag{7.8.4}
\]

Moreover, replacing \( \nu \) by \( \nu - 1 \) in (7.8.3) and eliminating \( P'_{\nu-1}(z) \), we have

\[
(1 - z^2)P'(z) = \nu P_{\nu-1}(z) - vzP_{\nu}(z). \tag{7.8.5}
\]

Recurrence relations for \( Q_{\nu}(z) \), the Legendre function of the second kind, can be obtained in just the same way, starting from the integral representation (7.4.8). It turns out that these recurrence relations are exactly the same as for the function \( P_{\nu}(z) \):

\[
(\nu + 1)Q'_{\nu+1}(z) - (2\nu + 1)zQ_{\nu}(z) + \nu Q_{\nu-1}(z) = 0, \tag{7.8.6}
\]
\[
Q'_{\nu+1}(z) - Q'_{\nu-1}(z) = (2\nu + 1)Q_{\nu}(z), \tag{7.8.7}
\]
\[
Q'_{\nu+1}(z) - zQ_{\nu}(z) = (\nu + 1)Q_{\nu}(z), \tag{7.8.8}
\]
\[
zQ_{\nu}(z) - Q'_{\nu-1}(z) = \nu Q_{\nu}(z), \tag{7.8.9}
\]
\[
(1 - z^2)Q'(z) = \nu Q_{\nu-1}(z) - vzQ_{\nu}(z). \tag{7.8.10}
\]

Formulas (7.8.6–10) hold for any complex \( z \) in the plane cut along \([ -\infty, 1 \]) and for arbitrary \( \nu \neq -1, -2, \ldots \).\(^{21}\) It is easily verified that these formulas remain valid for the functions \( Q_{\nu}(x) \) defined by (7.3.28).

### 7.9. Legendre Functions of Nonnegative Integral Degree and Their Relation to Legendre Polynomials

An important class of spherical harmonics, frequently encountered in the applications, consists of the Legendre functions of nonnegative integral degree and order.

\(^{21}\) Note that \( \nu Q_{\nu-1}(z) \to 1, Q'_{\nu-1}(z) \to \frac{z}{1 - z^2} \) as \( \nu \to 0 \).
degree \( \nu = n \) \((n = 0, 1, 2, \ldots)\). Since for \( \nu = n \), equation (7.3.1) coincides with equation (4.3.8), which has the Legendre polynomial of degree \( n \) as a particular solution, it is natural to expect that there is a simple connection between this class of functions and the Legendre polynomials. To establish the connection, we first observe that substitution of \( \nu = 0, 1 \) into (7.3.10) gives \( f_0(w) = 1, \quad f_1(w) = 1 + 4w \), and then (7.3.12) implies \( P_0(z) = 1, \quad P_1(z) = z \). Since the recurrence relation (7.8.1) for the Legendre functions coincides with the recurrence relation (4.3.1) for the Legendre polynomials, it follows that the functions \( P_\nu(z) \) of nonnegative integral degree \( \nu = n \) \((n = 0, 1, 2, \ldots)\) are identical with the Legendre polynomials considered in Chap. 4.

The Legendre functions of the second kind of nonnegative integral degree \( \nu = n \) can also be expressed in closed form in terms of elementary functions. To prove this, we set \( \nu = 0, 1 \) in (7.3.7), assuming temporarily that \( z \) is a positive number greater than 1. After some simple calculations, this leads to

\[
Q_\nu(z) = \sum_{k=0}^{\infty} \frac{1}{2k + 1} \frac{1}{z^{2k+1}} = \frac{1}{2} \log \frac{z + 1}{z - 1}, \quad \frac{1}{2k + 3} \frac{1}{z^{2k+3}} = \frac{z}{2} \log \frac{z + 1}{z - 1} - 1, \tag{7.9.1}
\]

where, according to the principle of analytic continuation, the formulas (7.9.1) are valid in the whole \( z \)-plane cut along \([-\infty, 1]\). The corresponding expressions for the remaining functions \( Q_\nu(z) \) can be derived from (7.9.1) and the recurrence relation (7.8.6). By using mathematical induction, it is easily verified that the result can be written in the form

\[
Q_\nu(z) = \frac{1}{2} P_\nu(z) \log \frac{z + 1}{z - 1} - f_{\nu-1}(z), \quad n = 0, 1, 2, \ldots, \tag{7.9.2}
\]

where \( P_\nu(z) \) is the Legendre polynomial of degree \( n \), and \( f_{\nu-1}(z) \) is a polynomial of degree \( n - 1 \) \( [f_{\nu-1}(z) = 0] \). Formula (7.9.2) shows that the Legendre functions of the second kind of nonnegative integral degree have logarithmic singularities at the points \( z = \pm 1 \). Bearing in mind that

\[
\log \frac{z + 1}{z - 1} = \log \frac{1 + x}{1 - x} \mp \pi i,
\]

for \( z = x \pm i0 \) \((-1 < x < 1)\), and using the definition (7.3.28) of \( Q_\nu(x) \), we find that

\[
Q_0(x) = \frac{1}{2} \log \frac{1 + x}{1 - x}, \quad Q_1(x) = \frac{x}{2} \log \frac{1 + x}{1 - x} - 1, \tag{7.9.3}
\]

\[
Q_\nu(x) = \frac{1}{2} P_\nu(x) \log \frac{1 + x}{1 - x} - f_{\nu-1}(x),
\]

which, in particular, shows that \( Q_\nu(x) \to \pm \infty \) as \( x \to \pm 1 \).
7.10. Legendre Functions of Half-Integral Degree

Another special class of functions encountered in practice consists of the Legendre functions of half-integral degree \( \nu = n - \frac{1}{2} (n = 0, 1, 2, \ldots) \). This class of functions is also of theoretical interest, since the case \( \nu = n - \frac{1}{2} \) occupies a special position in the theory of spherical harmonics, and many formulas need modification when \( \nu = n - \frac{1}{2} \). In the present section, we assume that the variable \( z \) is greater than 1, setting \( z = \cosh \alpha (\alpha > 0) \). This is the case of greatest practical interest (cf. Sec. 8.11).

To obtain a general formula for the function \( Q_{n - \frac{1}{2}}(\cosh \alpha) \), we use (7.6.12), which for \( \nu = n - \frac{1}{2} \) becomes

\[
Q_{n - \frac{1}{2}}(\cosh \alpha) = \frac{\sqrt{\pi} \Gamma(n + \frac{1}{2})}{\Gamma(n + 1)} e^{-(n + \frac{1}{2})^2} F(n + \frac{1}{2}, \frac{1}{2}; n + 1; e^{-2\alpha}),
\]

(7.10.1)

where \( \alpha > 0, \ n = 0, 1, 2, \ldots \) A similar representation of \( P_{n - \frac{1}{2}}(\cosh \alpha) \) cannot be written down directly from (7.6.14), since this formula becomes indeterminate for \( \nu = n - \frac{1}{2} \). However, the required expansion can be deduced from the relation (7.6.2) by using L'Hospital's rule to pass to the limit \( \nu \to n - \frac{1}{2} \). This gives

\[
P_{n - \frac{1}{2}}(\cosh \alpha) = \frac{1}{\pi} \left\{ \left[ \frac{\partial Q_{n - \frac{1}{2}}(\cosh \alpha)}{\partial \nu} \right]_{\nu = n - \frac{1}{2}} - \left[ \frac{\partial Q_{\nu}(\cosh \alpha)}{\partial \nu} \right]_{\nu = n - \frac{1}{2}} \right\}.
\]

(7.10.2)

Writing formula (7.6.12) in the form

\[
Q_{\nu}(\cosh \alpha) = \sum_{k=0}^{\infty} \frac{\Gamma(k + \nu + 1)\Gamma(k + \frac{1}{2})}{\Gamma(k + \nu + \frac{1}{2})\Gamma(k + 1)} e^{-2(k+\nu+1)},
\]

(7.10.3)

we find that

\[
\frac{\partial Q_{\nu}(\cosh \alpha)}{\partial \nu} = \sum_{k=0}^{\infty} \frac{\Gamma(k + \nu + 1)\Gamma(k + \frac{1}{2})}{\Gamma(k + \nu + \frac{1}{2})\Gamma(k + 1)} \times \left[ \psi(k + \nu + 1) - \psi(k + \nu + \frac{1}{2}) - \alpha \right] e^{-2(k+\nu+1)},
\]

(7.10.4)

\[
\frac{\partial Q_{n - \frac{1}{2}}(\cosh \alpha)}{\partial \nu} = -\sum_{k=0}^{\infty} \frac{\Gamma(k - \nu)\Gamma(k + \frac{1}{2})}{\Gamma(k - \nu + \frac{1}{2})\Gamma(k + 1)} \times \left[ \psi(k - \nu) - \psi(k - \nu + \frac{1}{2}) - \alpha \right] e^{-2(k-\nu)},
\]

(7.10.5)

where \( \psi(z) \) is the logarithmic derivative of the gamma function (see Sec. 1.3).

If we set \( \nu = n - \frac{1}{2} (n = 1, 2, \ldots) \), the first \( n \) terms of the series (7.10.5) become indeterminate, since

\[
\Gamma(k - n + 1) = \infty, \quad \psi(k - n + 1) = \infty, \quad k = 0, 1, \ldots, n - 1.
\]

22 Because of (7.5.1, 3) there is no need to consider the case \( n = -1, -2, \ldots \) separately.
However, using formulas (1.2.2) and (1.3.4), we obtain
\[
\lim_{\nu \to \kappa - \frac{1}{2}} \frac{\psi(k - \nu + \frac{1}{2})}{\Gamma(k - \nu + \frac{1}{2})} = (-1)^{n-k} \Gamma(n-k), \quad k = 0, 1, \ldots, n - 1,
\]
which implies
\[
\left[ \frac{\partial Q_{n-1}(\cosh \alpha)}{\partial \nu} \right]_{\nu = \kappa - \frac{1}{2}} = \sum_{k=0}^{n-1} (-1)^{n-k} \Gamma(n-k) \Gamma(k - n + \frac{1}{2}) \Gamma(k + 1) e^{-\alpha(2k+n+\frac{1}{2})}
\]
\[
- \sum_{k=0}^{n} \frac{\Gamma(k + n + \frac{1}{2}) \Gamma(k + \frac{1}{2})}{\Gamma(k + n + 1) \Gamma(k + 1)} [\psi(k + \frac{1}{2}) - \psi(k + 1) - \alpha] e^{-\alpha(2k+n+\frac{1}{2})},
\]
if we introduce a new summation index in the series
\[
\sum_{k=n}^{\infty} \ldots
\]
by replacing \(k\) by \(k + n\). For \(n = 0\) the first term in (7.10.6) must be set equal to zero. Moreover, it follows at once that
\[
\left[ \frac{\partial Q_{n}(\cosh \alpha)}{\partial \nu} \right]_{\nu = \kappa - \frac{1}{2}} = \sum_{k=0}^{n} \frac{\Gamma(k + n + \frac{1}{2}) \Gamma(k + \frac{1}{2})}{\Gamma(k + n + 1) \Gamma(k + 1)} \times [\psi(k + n + \frac{1}{2}) - \psi(k + n + 1) - \alpha] e^{-\alpha(2k+n+\frac{1}{2})}.
\]
Substituting (7.10.6–7) into (7.10.2), and noting that
\[
(-1)^{n-k} \Gamma(n-k + \frac{1}{2}) = \frac{\pi}{\Gamma(n+\frac{1}{2} - k)},
\]
according to (1.2.2), we find that
\[
P_{n-\frac{1}{2}}(\cosh \alpha) = \frac{e^{\alpha(n-\frac{1}{2})}}{\pi} \sum_{k=0}^{n-1} \frac{\Gamma(n-k) \Gamma(k+\frac{1}{2})}{\Gamma(k+1) \Gamma(n+\frac{1}{2} - k)} e^{-2k\alpha}
\]
\[
+ \frac{e^{-\alpha(n+\frac{1}{2})}}{\pi^2} \sum_{k=0}^{n} \frac{\Gamma(k + n + \frac{1}{2}) \Gamma(k + \frac{1}{2})}{\Gamma(k + n + 1) \Gamma(k + 1)} \times [2\alpha + \psi(k + 1) - \psi(k + \frac{1}{2}) + \psi(k + n + 1) - \psi(k + n + \frac{1}{2})] e^{-2k\alpha},
\]
where \(\alpha > 0\), \(n = 0, 1, 2, \ldots\), and the first term must be omitted if \(n = 0\). Formula (7.10.8) is the desired series representation of the function.
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\[ P_{n - \frac{1}{2}}(\cosh x) \]

To find the values of the logarithmic derivative of the gamma function appearing in (7.10.8), we use formulas (1.3.6–9). Thus we have

\[
\begin{align*}
\psi(1) &= -\gamma, \\
\psi(m + 1) &= -\gamma + 1 + \frac{1}{2} + \cdots + \frac{1}{m}, \\
\psi\left(\frac{1}{2}\right) &= -\gamma - 2 \log 2, \\
\psi(m + \frac{1}{2}) &= -\gamma - 2 \log 2 + 2 \left(1 + \frac{1}{3} + \cdots + \frac{1}{2m - 1}\right),
\end{align*}
\]  

(7.10.9)

where \( \gamma = 0.57721566\ldots \) and \( n = 1, 2, \ldots \)

Integral representations of the Legendre functions of half-integer degree can be obtained by setting \( v = n - \frac{1}{2} \) in the appropriate formulas of Sec. 7.4. In addition, there are some special integral representations valid only for this class of spherical harmonics. For example,

\[
Q_{n - \frac{1}{2}}(\cosh x) = \int_0^\pi \frac{\cos n\varphi}{\sqrt{2\cosh x - 2\cos \varphi}} \, d\varphi, \quad n = 0, 1, 2, \ldots, 
\]

(7.10.10)

which is easily proved by expanding the right-hand side in a series of negative powers of \( \cosh x \), carrying out the integration and comparing the result with (7.3.7).\(^{23}\)

Finally, we point out that the Legendre functions of half-integer degree can be expressed in terms of the complete elliptic integrals of the first and second kinds

\[
K(k) = \int_0^{\pi/2} \frac{d\varphi}{\sqrt{1 - k^2 \sin^2 \varphi}}, \quad E(k) = \int_0^{\pi/2} \sqrt{1 - k^2 \sin^2 \varphi} \, d\varphi
\]

(7.10.11)

with modulus \( 0 \leq k < 1 \), a fact of some interest, since there exist detailed tables of \( K(k) \) and \( E(k) \).\(^{24}\) To derive these expressions, we use the integral representations (7.4.1) and (7.10.10) and reduce the resulting elliptic integrals to the standard form (7.10.11). For example, we have\(^{25}\)

\[
P_{-\frac{1}{2}}(\cosh x) = \frac{2}{\pi \cosh \frac{x}{2}} K\left(\tanh \frac{x}{2}\right), \quad Q_{-\frac{1}{2}}(\cosh x) = 2e^{-x/2}K(e^{-x}),
\]

(7.10.12)

and so on.

---

\(^{23}\) See footnote 17, p. 121, and use the easily verified formula

\[
\int_0^\pi \cos n\varphi \cos^{2k} \varphi \, d\varphi = \frac{\pi(n + 2k)^k}{2^{2k}k!(n + k)!}, \quad k = 0, 1, 2, \ldots
\]


\(^{25}\) To prove the first formula, make the preliminary substitution

\[
\sinh \frac{\varphi}{2} = \sinh \frac{x}{2} \sin \varphi
\]

in (7.4.1), and then use the fourth entry in Table 4, p. 319 of the Bateman Manuscript Project, *Higher Transcendental Functions*, Vol. 2. To prove the second formula, use the sixth entry in the same table.
7.11. Asymptotic Representations of the Legendre Functions for Large $|v|$

The study of the asymptotic behavior of the Legendre functions as $|z| \to \infty$ for fixed $v$ is an elementary problem, whose solution is an immediate consequence of the various series representations of $P_\ell(z), Q_\ell(z)$ given above. A less trivial problem, and one of great practical importance, is to find asymptotic representations of the Legendre functions as $|v| \to \infty$ for fixed $z$. In this section, it will be assumed that $z$ is a real number greater than 1 and $|\arg v| \leq \frac{1}{2} \pi - \delta$ (see, however, the remark on p. 192). For asymptotic formulas valid under more general assumptions concerning $z$ and $v$, we refer the reader to the special literature on spherical harmonics.\(^{26}\)

To derive an asymptotic representation of $P_\ell(z)$, we begin with the integral representation (7.4.1), which we write in the form

\[
P_\ell (\cosh \kappa) = \frac{1}{\pi} \int_0^\infty \left( 2 \cosh \kappa - 2 \cosh \theta \right)^{-1/2} e^{(v + 1/2) \theta} d\theta
\]

\[+ \frac{1}{\pi} \int_0^\infty \left( 2 \cosh \kappa - 2 \cosh \theta \right)^{-1/2} e^{-(v + 1/2) \theta} d\theta = \mathcal{J}_1 + \mathcal{J}_2.
\]

Making the substitution $t = \kappa - \theta$ in the integral $\mathcal{J}_1$, we obtain

\[
\mathcal{J}_1 = \frac{e^{(v + 1/2) x}}{\pi (2 \sinh x)^{1/2}} \int_0^\infty \frac{e^{-(v + 1/2) t}}{(\sinh t)^{1/2}} \left( 1 - \tanh \frac{t}{2} \coth \kappa \right)^{-1/2} dt
\]

\[= \frac{e^{(v + 1/2) x}}{\pi (2 \sinh x)^{1/2}} \left[ \int_0^\infty \frac{e^{-(v + 1/2) t}}{(\sinh t)^{1/2}} dt + \int_0^\infty \frac{e^{-(v + 1/2) t}}{(\sinh t)^{1/2}} \right.
\]

\[\times \left[ \left( 1 - \tanh \frac{t}{2} \coth \kappa \right)^{-1/2} - 1 \right] dt - \int_0^\infty \frac{e^{-(v + 1/2) t}}{(\sinh t)^{1/2}} dt \right]
\]

\[= \frac{e^{(v + 1/2) x}}{\pi (2 \sinh x)^{1/2}} \left[ \mathcal{J}_3 + \mathcal{J}_4 - \mathcal{J}_5 \right].
\]

The integral $\mathcal{J}_3$ can be expressed in terms of the gamma function, and in fact

\[
\mathcal{J}_3 = 2^{1/2} \int_0^\infty e^{-(v + 1/2)(1 - e^{-2t})^{-1/2}} dt = 2^{-1/2} B\left(\frac{\nu + 1}{2} \right)
\]

\[= \left( \frac{\pi}{2} \right)^{1/2} \frac{\Gamma\left(\frac{\nu + 1}{2} \right)}{\Gamma\left(\frac{\nu}{2} + 1 \right)}
\]

(see Sec. 1.5), which implies

\[ J_0 = \left( \frac{\pi}{\nu} \right)^{1/2} \left[ 1 + O(|\nu|^{-1}) \right], \quad (7.11.3) \]

because of the asymptotic behavior of the gamma function for $|\nu| \to \infty$, $|\arg \nu| \leq \frac{1}{2} \pi - \delta$ (see Sec. 1.4).

To estimate the integral $J_4$, we use the inequality

\[ (1 - x)^{-1/2} - 1 \leq x(1 - a)^{-1/2}, \quad 0 \leq x \leq a < 1, \]

which implies

\[ \left( 1 - \tanh \frac{t}{2} \coth \alpha \right)^{-1/2} - 1 \leq 2^{1/2} \cosh \frac{\alpha}{2} \tanh \frac{t}{2} \coth \alpha, \quad 0 \leq t \leq \alpha. \]

From now on, we assume that

\[ 0 < \alpha_0 < \alpha < \alpha_1 < \infty. \]

It follows that

\[
\begin{align*}
|J_4| &\leq 2^{1/2} \cosh \frac{\alpha}{2} \coth \alpha \int_0^\infty e^{-i|\nu| \sin \delta + t \frac{i}{2} (\sinh t)^{-1/2}} \tanh \frac{t}{2} \, dt \\
&\leq 2^{1/2} \cosh \frac{\alpha}{2} \coth \alpha_0 \int_0^\infty e^{-i|\nu| \sin \delta + t \frac{i}{2} (\sinh t)^{-1/2}} \tanh \frac{t}{2} \, dt \\
&= O(1) \int_0^\infty e^{-i|\nu| \sin \delta + t \frac{i}{2} (\sinh t)^{-1/2}} \, dt = O(|\nu|^{-3/2}), \quad (7.11.4)
\end{align*}
\]

where we use (1.5.1). Finally we have

\[
\begin{align*}
|J_5| &\leq \int_0^\infty e^{-i|\nu| \sin \delta + \frac{1}{2} \nu^2 \sinh t} \, dt \leq (\alpha \sinh \alpha)^{-1} \int_0^\infty e^{-i|\nu| \sin \delta + \frac{1}{2} \nu^2 t} \, dt \\
&\leq (\alpha \sinh \alpha_0)^{-1} \int_0^\infty e^{-i|\nu| \sin \delta + \frac{1}{2} \nu^2 t} \, dt = O(|\nu|^{-3/2}). \quad (7.11.5)
\end{align*}
\]

It follows from (7.11.2–5) that

\[ J_1 = \frac{e^{i\nu + \frac{1}{2} \nu^2}}{(2\pi \sinh \alpha)^{1/2}} \left[ 1 + O(|\nu|^{-1}) \right]. \quad (7.11.6) \]

To estimate $J_2$ is an easier matter. We see at once that

\[
\begin{align*}
|J_2| &\leq \frac{1}{\pi} \int_0^\pi (2 \cosh \alpha - 2 \cosh 0)^{-1/2} \, d\theta \\
&< \frac{1}{\pi} \int_0^\pi (2 \cosh \alpha - 2 \cosh 0)^{-1/2} \cosh \frac{\theta}{2} \, d\theta = \frac{1}{2},
\end{align*}
\]

and hence

\[ J_2 = O(1). \quad (7.11.7) \]
Combining (7.11.6–7), we obtain the desired asymptotic representation of the Legendre function of the first kind:

\[ P_\nu (\cosh x) = \frac{e^{(\nu + \frac{1}{2})tx}}{(2\pi \sinh x)^{1/2}} \left[ 1 + O(|\nu|^{-1}) \right], \]

(7.11.8)

\[ |\nu| \to \infty, \quad |\arg \nu| \leq \frac{\pi}{2} - \delta, \quad 0 < \alpha_0 \leq \alpha \leq \alpha_2 < \infty. \]

To derive an asymptotic representation of \( Q_\nu (x) \), under the same assumptions, we begin with the integral representation (7.4.8), making the substitution \( \theta = \alpha + t \):

\[
Q_\nu (\cosh x) = \frac{e^{-(\nu + \frac{1}{2})tx}}{(2 \sinh x)^{1/2}} \int_0^\infty \frac{e^{-(\nu + \frac{1}{2})t}}{(\sinh t)^{1/2}} \left( 1 + \coth x \tanh \frac{t}{2} \right)^{-1/2} dt
\]

\[
= \frac{e^{-(\nu + \frac{1}{2})tx}}{(2 \sinh x)^{1/2}} \left\{ \int_0^\infty \frac{e^{-(\nu + \frac{1}{2})t}}{(\sinh t)^{1/2}} dt - \int_0^\infty \frac{e^{-(\nu + \frac{1}{2})t}}{(\sinh t)^{1/2}} \left[ 1 - \left( 1 + \coth x \tanh \frac{t}{2} \right)^{-1/2} \right] dt \right\}
\]

\[
= \frac{e^{-(\nu + \frac{1}{2})tx}}{(2 \sinh x)^{1/2}} \left[ I_\alpha + I_\delta \right]. \tag{7.11.9}
\]

The integral \( I_\alpha \) has already been estimated in (7.11.3). To estimate the integral \( I_\delta \), we use the inequality

\[ 1 - (1 + x)^{-1/2} \leq \frac{1}{2} x, \quad x \geq 0, \]

which implies

\[ 1 - (1 + \coth x \tanh t)^{-1/2} \leq \frac{1}{2} \coth x \tanh t, \quad t \geq 0. \]

Therefore

\[
|I_\delta| \leq O(1) \int_0^\infty e^{-\nu t} \sin \delta t^{1/2} dt = O(|\nu|^{-3/2}), \tag{7.11.10}
\]

provided that \( x \geq \alpha_0 > 0 \). Combining these results, we obtain the desired asymptotic representation of the Legendre function of the second kind:

\[
Q_\nu (\cosh x) = \frac{\pi^{1/2}}{(2v \sinh x)^{1/2}} e^{-(\nu + \frac{1}{2})tx}[1 + O(|\nu|^{-1})], \tag{7.11.11}
\]

\[ |\nu| \to \infty, \quad |\arg \nu| \leq \frac{\pi}{2} - \delta, \quad 0 < \alpha_0 \leq \alpha < \infty. \]
Remark. By similar methods, one can derive asymptotic representations of \( P_\nu(z) \) and \( Q_\nu(z) \) for the case where \( z \) belongs to the interval \((-1, 1)\) and \( \arg z = 0 \). It is found that

\[
P_\nu (z) = \left( \frac{2}{\nu \sin \theta} \right)^{1/2} \sin \left( \nu + \frac{1}{2} \theta + \frac{1}{4} \pi \right) \cdot \left[ 1 + O(|z|^{-1}) \right],
\]

\[
Q_\nu (z) = \left( \frac{\nu}{2 \sin \theta} \right)^{1/2} \cos \left( \nu + \frac{1}{2} \theta + \frac{1}{4} \pi \right) \cdot \left[ 1 + O(|z|^{-1}) \right],
\]

\( \nu \to \infty, \quad \delta \leq \theta \leq \pi - \delta. \) (7.11.12)

7.12. Associated Legendre Functions

The next class of spherical harmonics, in order of increasing complexity, consists of the associated Legendre functions, which are solutions of the differential equation

\[
(1 - z^2)u'' - 2zu' + \left[ \nu(\nu + 1) - \frac{m^2}{1 - z^2} \right] u = 0,
\]

(7.12.1)

for arbitrary \( \nu \) and integral \( m = 0, 1, 2, \ldots \). These functions generalize the functions \( P_\nu(z) \) and \( Q_\nu(z) \) considered in Secs. 7.3-11, and reduce to these functions for \( m = 0 \).

To define the associated Legendre functions, we assume that \( z \) is an arbitrary complex number belonging to the plane cut along \([-\infty, 1]\), and we introduce a new function \( \nu \) related to \( u \) by the formula

\[
u = (z^2 - 1)^{m/2} = (z - 1)^{m/2} (z + 1)^{m/2}.
\]

Then equation (7.12.1) takes the form

\[
(1 - z^2)\nu'' - 2z\nu' + (\nu - m)(\nu + m + 1)\nu = 0.
\]

(7.12.2)

Let \( w \) be a solution of Legendre's equation

\[
(1 - z^2)w'' - 2zw' + \nu(\nu + 1)w = 0.
\]

(7.12.3)

Then it is easily verified that the function \( \nu = w^{m/2} \) satisfies equation (7.12.3). 28 It follows that the solutions of (7.12.1) are given by

\[
P_\nu^m(z) = (z^2 - 1)^{m/2} \frac{d^m P_\nu(z)}{dz^m},
\]

\[
Q_\nu^m(z) = (z^2 - 1)^{m/2} \frac{d^m Q_\nu(z)}{dz^m}, m = 0, 1, 2, \ldots,
\]

(7.12.4)

where \( P_\nu(z) \) and \( Q_\nu(z) \) are the Legendre functions defined earlier. The functions

---


28 Use Leibniz's rule (D. V. Widder, op. cit., p. 483) to calculate the derivatives \((z^2\nu)^m\) and \((z\nu)^m\).
Sec. 7.12 Spherical Harmonics: Theory

$P_n^\nu(z)$ and $Q_n^\nu(z)$ are called the associated Legendre functions of the first and second kinds, respectively. It follows from (7.12.4) and the results of Sec. 7.3 that $P_n^\nu(z)$ and $Q_n^\nu(z)$ are entire functions of $z$ in the plane cut along $[-\infty, 1]$. Moreover, $P_n^\nu(z)$ is an entire function of $\nu$, while $Q_n^\nu(z)$ is a meromorphic function of $\nu$, with poles at the points $\nu = -1, -2, \ldots$

In the applications, it is often necessary to find the solution of equation (7.12.1) for real $z = x$ belonging to the interval $(-1, 1)$. To this end, we first note that values of the associated Legendre functions on the upper and lower edges of the cut are

$$P_n^\nu(x \pm i0) = e^{\pm(n+1)/2(1 - x^2)^{1/2}} \frac{d^n P_n(x)}{dx^n},$$

$$Q_n^\nu(x \pm i0) = e^{\pm(n+1)/2(1 - x^2)^{1/2}} \frac{d^n Q_n(x \pm i0)}{dx^n}.$$

Then we introduce two new functions $P_n^\nu(x)$ and $Q_n^\nu(x)$ by writing

$$P_n^\nu(x) = e^{n+1/2} P_n^\nu(x + i0) = e^{-n+1/2} P_n^\nu(x - i0)$$

$$= (-1)^n(1 - x^2)^{n/2} \frac{d^n P_n(x)}{dx^n},$$

$$Q_n^\nu(x) = \frac{(-1)^n}{2} \left[ e^{-n+1/2} Q_n^\nu(x + i0) + e^{n+1/2} Q_n^\nu(x - i0) \right]$$

$$= (-1)^n(1 - x^2)^{n/2} \frac{d^n Q_n(x)}{dx^n},$$

(7.12.5)

where $-1 < x < 1$, $\nu$ is arbitrary [except that $\nu \neq -1, -2, \ldots$ in the case of $Q_n^\nu(z)$], $m = 0, 1, 2, \ldots$, and $Q_n(x)$ is the function defined by (7.3.28). The functions $P_n^\nu(x)$ and $Q_n^\nu(x)$, which are easily seen to satisfy equation (7.12.1) for real $z = x (-1 < x < 1)$, will simply be called the associated Legendre functions for the interval $(-1, 1)$.\footnote{Some authors define $P_n^\nu(x)$ and $Q_n^\nu(x)$, $-1 < x < 1$ by the formulas}

$$P_n^\nu(x) = (x^2 - 1)^{n/2} \frac{1}{2^n n!} \frac{d^{m+n}}{dx^{m+n}} (x^2 - 1)^n,$$

$$Q_n^\nu(x) = \frac{1 - x^2}{2^n n!} \frac{d^{m+n}}{dx^{m+n}} (x^2 - 1)^n,$$

(7.12.6)

and obviously $P_n^0(z) = 0$ if $m > n$. If $m \leq n$, the function $P_n^m(z)$ is the product
of \((z^2 - 1)^{m/2}\) and a polynomial of degree \(n - m\). In the interval \(-1 < x < 1\), the analogue of formula (7.12.6) is

\[
P^m_\nu(x) = (-1)^m(1 - x^2)^{m/2} \frac{1}{2^m m!} \frac{d^{m+n}}{dx^{m+n}} (x^2 - 1)^n. \tag{7.12.7}
\]

If we set \(v = (d/dx)^m P_\nu(x)\) in (7.12.2) and multiply the result by \((z^2 - 1)^{m/2}\), we obtain the recurrence relation

\[
P^m_{\nu+2}(z) + \frac{2(m + 1)x}{(z^2 - 1)^{1/2}} P^m_{\nu+1}(z) - (\nu - m)(\nu + m + 1) P^m_\nu(z) = 0,
\]

\[m = 0, 1, 2, \ldots, \tag{7.12.8}
\]

which can be used to calculate the function \(P^m_\nu(z)\) step by step, starting from

\[P^0_\nu(z) = P_\nu(z),
\]

\[P^2_\nu(z) = (z^2 - 1)^{1/2} P^1_\nu(z) = \frac{-\nu}{(z^2 - 1)^{1/2}} P^1_{\nu-1}(z) + \frac{\nu}{(z^2 - 1)^{1/2}} P_\nu(z).
\]

In just the same way, we find that

\[
Q^m_{\nu+2}(z) + \frac{2(m + 1)x}{(z^2 - 1)^{1/2}} Q^m_{\nu+1}(z) - (\nu - m)(\nu + m + 1) Q^m_\nu(z) = 0,
\]

\[m = 0, 1, 2, \ldots \tag{7.12.9}
\]

Similarly, using the definitions (7.12.5), we can easily deduce recurrence relations for the functions \(P^m_\nu(x)\) and \(Q^m_\nu(x)\), obtaining

\[
P^m_{\nu+2}(x) + \frac{2(m + 1)x}{(1 - x^2)^{1/2}} P^m_{\nu+1}(x) + (\nu - m)(\nu + m + 1) P^m_\nu(x) = 0,
\]

\[\tag{7.12.10}
\]

\[
Q^m_{\nu+2}(x) + \frac{2(m + 1)x}{(1 - x^2)^{1/2}} Q^m_{\nu+1}(x) + (\nu - m)(\nu + m + 1) Q^m_\nu(x) = 0,
\]

\[\tag{7.12.11}
\]

where \(-1 < x < 1\), \(\nu\) is arbitrary [except that \(\nu \neq -1, -2, \ldots\) in the case of \(Q^m_\nu(x)\)] and \(m = 0, 1, 2, \ldots\)

The associated Legendre functions also satisfy recurrence relations of another type, involving functions with the same superscript \(m\) but different subscripts \(v\). To derive these formulas, which generalize the corresponding formulas of Sec. 7.8, we first differentiate (7.8.2) \(m\) times with respect to \(x\) and use (7.12.4), obtaining

\[
P^{m+1}_{\nu+1}(x) - P^{m-1}_{\nu-1}(x) = (x^2 - 1)^{1/2}(2\nu + 1) P^m_\nu(x).
\]

Then, differentiating (7.8.1) \(m\) times with respect to \(x\) and again using (7.12.4), we find that

\[\nu + 1)P^m_{\nu+1}(z) - (2\nu + 1)zP^m_\nu(z) - (2\nu + 1)m(z^2 - 1)^{1/2} P^{m-1}_\nu(z) + \nu P^m_{\nu-1}(z) = 0,
\]

which together with (7.12.11) implies

\[
\nu + 1)P^m_{\nu+1}(z) - (2\nu + 1)zP^m_\nu(z) + (\nu + m)P^m_{\nu-1}(z) = 0,
\]

\[m = 0, 1, 2, \ldots \tag{7.12.12}
\]
This recurrence relation is the first of the type mentioned, and reduces to (7.8.1) for \( m = 0 \). To obtain two other such recurrence relations, we differentiate (7.8.2) and (7.8.3) \( m \) times with respect to \( z \) and replace \((d/dz)^nP_n(z)\) by \((z^2 - 1)^{-m/2}P_n^{m}(z)\), obtaining

\[
\frac{dP_{n+1}^m(z)}{dz} - \frac{dP_n^m(z)}{dz} - \frac{mz}{z^2 - 1} [P_{n+1}^m(z) - P_n^m(z)] = (2n + 1)P_n^m(z),
\]

(7.12.13)

\[
\frac{dP_{n+1}^m(z)}{dz} - \frac{dP_n^m(z)}{dz} + \frac{mz}{z^2 - 1} [zP_n^m(z) - P_{n+1}^m(z)] = (\nu + m + 1)P_n^m(z),
\]

(7.12.14)

where \( m = 0, 1, 2, \ldots \). Subtraction of (7.12.14) from (7.12.13) then gives

\[
z \frac{dP_n^\nu(z)}{dz} - \frac{dP_{n-1}^\nu(z)}{dz} - \frac{mz}{z^2 - 1} [zP_n^\nu(z) - P_{n-1}^\nu(z)] = (\nu - m)P_n^\nu(z). \quad (7.12.15)
\]

For \( m = 0 \), formulas (7.12.13–15) reduce to formulas (7.8.2–4), respectively. Finally, replacing \( \nu \) by \( \nu - 1 \) in (7.12.14) and using (7.12.15) to eliminate \((d/dz)P_{n-1}^m(z)\), we obtain the following generalization of formula (7.8.5):\(^{30}\)

\[
(z^2 - 1) \frac{dP_n^\nu(z)}{dz} = \nu z P_n^\nu(z) - (\nu + m)P_{n-1}^\nu(z), \quad m = 0, 1, 2, \ldots \quad (7.12.16)
\]

Recurrence relations for the functions \( Q_n^\nu(z) \) can be derived in exactly the same way, starting from formulas (7.8.6–10), and obviously must be identical with the corresponding recurrence relations for the functions \( P_n^\nu(z) \). In the case of the associated Legendre functions for the interval \((-1, 1)\), recurrence relations can be derived by using (7.12.5). For example, we have

\[
(\nu - m + 1)P_{n+1}^\nu(x) - (2\nu + 1)xP_n^\nu(x) + (\nu + m)P_{n-1}^\nu(x) = 0,
\]

\[
(\chi^2 - 1) \frac{dP_n^\nu(x)}{dx} = \nu x P_n^\nu(x) - (\nu + m)P_{n-1}^\nu(x) = 0, \quad m = 0, 1, 2, \ldots,
\]

and so on.

A closely related result is the formula giving the Wronskian of the pair of solutions \( P_n^\nu(z) \), \( Q_n^\nu(z) \) of equation (7.12.1). To derive this formula, we first differentiate each of the equations (7.12.4) with respect to \( z \), and then use (7.12.4) again to eliminate the derivatives. This gives

\[
\frac{dP_n^\nu(z)}{dz} = \frac{1}{z^2 - 1} [(z^2 - 1)^{1/2}P_n^{\nu + 1}(z) + mzP_n^\nu(z)],
\]

(7.12.17)

\[
\frac{dQ_n^\nu(z)}{dz} = \frac{1}{z^2 - 1} [(z^2 - 1)^{1/2}Q_n^{\nu + 1}(z) + mzQ_n^\nu(z)].
\]

\(^{30}\) In Hobson's treatise (op. cit., p. 290), this formula is given incorrectly.
Substituting (7.12.17) into the expression for the Wronskian, we obtain

\[ W(P_\nu^m(z), Q_\nu^m(z)) = \frac{1}{(z^2 - 1)^{1/2}} \left[ Q_\nu^{m+1}(z)P_\nu^m(z) - P_\nu^{m+1}(z)Q_\nu^m(z) \right]. \]

Next we observe that (7.12.8) and (7.12.9) imply the identity

\[ Q_\nu^{m+1}(z)P_\nu^m(z) - P_\nu^{m+1}(z)Q_\nu^m(z) = (\nu + m)(m - \nu - 1)[Q_\nu^m(z)P_\nu^{m-1}(z) - P_\nu^m(z)Q_\nu^{m-1}(z)], \]

and therefore the Wronskian becomes

\[ W(P_\nu^m(z), Q_\nu^m(z)) = (\nu + m)(m - \nu - 1)W(P_\nu^{m-1}(z), Q_\nu^{m-1}(z)), \quad m = 1, 2, \ldots \]

Repeatedly applying this formula and using (7.7.2), we find that

\[ W(P_\nu^m(z), Q_\nu^m(z)) = \frac{\Gamma(\nu + m + 1)}{\Gamma(\nu + 1)} \frac{\Gamma(m - \nu)}{\Gamma(-\nu)} \frac{1}{1 - z^2}, \]

or, after taking account of (1.2.2),

\[ W(P_\nu^m(z), Q_\nu^m(z)) = \frac{\Gamma(\nu + m + 1)}{\Gamma(\nu - m + 1)} \frac{(-1)^m}{1 - z^2}, \quad \text{(7.12.18)} \]

where

\[ |\text{arg} \, (z - 1)| \leq \pi, \quad \nu \neq -1, \, -2, \ldots, \quad m = 0, 1, 2, \ldots \]

This result generalizes (7.7.2) and shows that \( P_\nu^m(z), \, Q_\nu^m(z) \) are a pair of linearly independent solutions of equation (7.12.1), except when \( \nu = 0, \, 1, \ldots, m - 1 \), in which case both sides of (7.12.18) vanish identically. Thus, apart from this degenerate case, the general solution of (7.12.1) can be written in the form

\[ u = A P_\nu^m(z) + B Q_\nu^m(z). \quad \text{(7.12.19)} \]

It follows from (7.12.18) and the definition (7.12.5) of the associated Legendre functions for the interval \((-1, 1)\) that

\[ W(P_\nu^m(x), Q_\nu^m(x)) = \frac{(-1)^m}{2} W(P_\nu^m(x + i0), Q_\nu^m(x + i0)) \]

\[ + W(P_\nu^m(x - i0), Q_\nu^m(x - i0)) \]

\[ = \frac{\Gamma(\nu + m + 1)}{\Gamma(\nu - m + 1)} \frac{1}{1 - x^2}. \quad \text{(7.12.20)} \]

We also observe that the differential equation (7.12.1) does not change if we replace \( \nu \) by \(-\nu - 1\) or \( z \) by \(-z\), and hence it has solutions \( P_\nu^{\nu+1}(z), \, Q_\nu^{\nu+1}(z), \, P_\nu^\nu(-z) \) and \( Q_\nu^\nu(-z) \), as well as \( P_\nu^m(z) \) and \( Q_\nu^m(z) \). Since every three solutions of a second-order linear differential equation are linearly dependent, there must be certain functional relations between the solutions just enumerated. These relations can be obtained directly by differentiating each of the relations...
(7.5.1–2, 4–5) \( m \) times with respect to \( z \), and then using the definitions (7.12.4). This gives

\begin{align*}
P^m_{\nu - 1}(z) &= P^m_{\nu}(z), \quad (7.12.21) \\
sin \nu \pi [Q^m_{\nu}(z) - Q^m_{\nu - 1}(z)] &= \pi \cos \nu \pi P^m_{\nu}(z), \quad (7.12.22) \\
Q^m_{\nu}(z) &= -e^{\pi i \nu} Q^m_{\nu}(z), \quad (7.12.23)
\end{align*}

\begin{equation}
P^m_{\nu}(z)e^{\nu \pi i} - P^m_{\nu}(-z) = \frac{2}{\pi} \sin \nu \pi Q^m_{\nu}(z), \quad (7.12.24)
\end{equation}

where \( m = 0, 1, 2, \ldots \), and the upper sign is chosen if \( \text{Im} \ z > 0 \) and the lower sign if \( \text{Im} \ z < 0 \).

The associated Legendre functions can be represented by hypergeometric series in suitably restricted regions of the \( z \)-plane cut along \([ -\infty, 1) \). The problem of deriving all expansions of this type lies behind the scope of this book. At this point we consider only the simplest examples, referring the reader interested in a more detailed treatment to the sources cited in footnote 20, p. 176.

An expansion of \( P^m_{\nu}(z) \) valid in the domain \( |z - 1| < 2, |\arg (z - 1)| < \pi \) can be obtained by \( m \)-fold differentiation of the series (7.3.6). First we note that

\begin{equation}
\frac{d}{dx} F(x, \beta; \gamma; x) = \sum_{k=0}^{\infty} \frac{(\alpha)_k (\beta)_k}{(\gamma)_k k!} k x^{k-1} = \sum_{k=0}^{\infty} \frac{(\alpha)_k + (\beta)_k + 1}{(\gamma + 1)_k k!} x^k \quad (7.12.25)
\end{equation}

for \( |x| < 1 \), since \((\lambda)_{k+1} = \lambda(\lambda + 1)_k \) by definition. Repeated application of this formula gives

\begin{equation}
\frac{d^m}{dx^m} F(x, \beta; \gamma; x) = \frac{(\alpha)_m (\beta)_m}{(\gamma)_m} F(x + m, \beta + m; \gamma + m; x), \quad m = 0, 1, 2, \ldots \quad (7.12.26)
\end{equation}

It follows that

\begin{equation}
P^m_{\nu}(z) = (z^2 - 1)^{\nu/2} \frac{d^m}{dz^m} F\left(-\nu, \nu + 1; 1; \frac{1 - z}{2}\right) = \frac{(z^2 - 1)^{\nu/2} (-1)^m (\nu + 1)_m}{2^m (1)_m} F\left(m - \nu, \nu + m + 1; m + 1; \frac{1 - z}{2}\right).
\end{equation}

Moreover, according to (1.2.2),

\begin{align*}
(\nu + 1)_m &= \frac{\Gamma(\nu + m + 1)}{\Gamma(\nu + 1)}, \\
(-\nu)_m &= \frac{\Gamma(m - \nu)}{\Gamma(-\nu)} = (-1)^m \frac{\Gamma(\nu + 1)}{\Gamma(\nu - m + 1)}.
\end{align*}
and hence

\[ P^m_\nu(z) = \frac{\Gamma(\nu + m + 1)}{2^n \Gamma(m + 1) \Gamma(\nu - m + 1)} (z^2 - 1)^{m/2} \]

\[ \times F\left(m - \nu, \nu + m + 1; m + 1; \frac{1 - z}{2}\right), \]

(7.12.27)

where \(|z - 1| < 2, |\arg (z - 1)| < \pi, \nu \) is arbitrary, and \( m = 0, 1, 2, \ldots \)
This expansion generalizes formula (7.3.6), to which it reduces for \( m = 0 \).
To obtain the corresponding formula for the interval \(-1 < x < 1\), we use
(7.12.5) and (7.12.27), obtaining

\[ P^m_\nu(x) = \frac{(-1)^m \Gamma(\nu + m + 1)}{2^n \Gamma(m + 1) \Gamma(\nu - m + 1)} (1 - x^2)^{m/2} \]

\[ \times F\left(m - \nu, \nu + m + 1; m + 1; \frac{1 - x^2}{2}\right). \]

(7.12.28)

Next we derive the formula generalizing the basic expansion (7.3.7) of the function \( Q_\nu(z) \). Using the duplication formula (1.2.3), we write (7.3.7) in the form

\[ Q_\nu(z) = \frac{1}{2} \sum_{k=0}^{\infty} \frac{\Gamma\left(k + \frac{\nu + 2}{2}\right) \Gamma\left(k + \frac{\nu + 1}{2}\right)}{k! \Gamma(k + \nu + \frac{3}{2})} z^{-2k + \nu + 1}, \quad |z| < 1, \]

and then differentiate this series \( m \) times with respect to \( z \). According to
(1.2.1, 3), we have

\[ \frac{d^m}{dz^m} z^{-2k + \nu + 1} \]

\[ = (-1)^m (2k + \nu + 1)(2k + \nu + 2) \cdots (2k + \nu + m) z^{-2k + \nu + m + 1} \]

\[ = (-1)^m \frac{\Gamma(2k + \nu + m + 1)}{\Gamma(2k + \nu + 1)} z^{-2k + \nu + m + 1}, \]

\[ = (-1)^m \frac{2^n \Gamma\left(k + \frac{\nu + m + 2}{2}\right) \Gamma\left(k + \frac{\nu + m + 1}{2}\right)}{\Gamma\left(k + \frac{\nu + 2}{2}\right) \Gamma\left(k + \frac{\nu + 1}{2}\right)} z^{-2k + \nu + m + 1}, \]

and therefore

\[ \frac{d^m Q_\nu(z)}{dz^m} = (-1)^m 2^{m-1} z^{-(\nu + m + 1)} \]

\[ \times \sum_{k=0}^{\infty} \frac{\Gamma\left(k + \frac{\nu + m + 2}{2}\right) \Gamma\left(k + \frac{\nu + m + 1}{2}\right)}{k! \Gamma(k + \nu + \frac{3}{2})} \frac{1}{z^{2k}} \]

\[ = (-1)^m 2^{\nu + 1} \frac{\Gamma(\nu + m + 1)}{2^{\nu + 1} \Gamma(\nu + \frac{3}{2})} z^{-(\nu + m + 1)} \]

\[ \times F\left(\frac{\nu + m + 2}{2}, \frac{\nu + m + 1}{2}; \nu + \frac{3}{2}; \frac{1}{z^2}\right). \]
which implies
\[ Q_\nu(z) = \frac{(-1)^n \Gamma(\nu + m + 1)}{2^{\nu + 1} \Gamma(\nu + \frac{1}{2})} \frac{1}{(z^2 - 1)^{n/2}} \times F\left(\frac{\nu + m + 2}{2}, \frac{\nu + m + 1}{2}; \nu + 3, \frac{1}{z^2}\right) \] (7.12.29)

where
\[
|z| > 1, \quad |\arg(z - 1)| < \pi, \quad m = 0, 1, 2, \ldots, \quad \nu \neq -1, -2, \ldots.
\]

We conclude this outline of the theory of the associated Legendre functions by citing the following integral representations which generalize the corresponding formulas of Sec. 7.4:

\[
P_\nu^m(z) = \frac{2^\nu \Gamma(\nu + m + 1)}{\sqrt{\pi} \Gamma(\nu + 1/2) \Gamma(\nu - m + 1)} \times \int_0^\pi (z + \sqrt{z^2 - 1} \cos \psi)^{\nu - m} \sin^{2m} \psi \, d\psi,
\]

\[
\text{Re } z > 0, \quad m = 0, 1, 2, \ldots, \quad (7.12.30)
\]

\[
P_\nu^m(z) = \frac{\Gamma(\nu + m + 1)}{\pi \Gamma(\nu + 1)} \int_0^\pi (z + \sqrt{z^2 - 1} \cos \psi)^\nu \cos m \psi \, d\psi,
\]

\[
\text{Re } z > 0, \quad m = 0, 1, 2, \ldots, \quad (7.12.31)
\]

\[
P_\nu^m(\cos \beta) = \frac{(-1)^m 2\Gamma(\nu + m + 1)}{\sqrt{\pi} \Gamma(\nu + 1/2) \Gamma(\nu - m + 1) (2 \sin \beta)^m} \times \int_0^{\beta} \cos (\nu + \frac{1}{2}) \theta \frac{d\theta}{(2 \cos \theta - 2 \cos \beta)^{n/2} - \nu},
\]

\[
0 < \beta < \pi, \quad m = 0, 1, 2, \ldots \quad (7.12.32)
\]

### PROBLEMS

1. Prove the formulas

\[
P_\nu(x + i0) - P_\nu(x - i0) = 2i \sin \nu \pi P_\nu(x),
\]

\[
Q_\nu(x + i0) - Q_\nu(x - i0) = 2i \sin \nu \pi Q_\nu(x),
\]

where \( x > 1 \).

---

31 The parameter \( \nu \) is arbitrary in (7.12.30–32). For these and many other integral representations, with suggestions as to proofs, see the Bateman Manuscript Project, *Higher Transcendental Functions*, Vol. I, p. 155 ff.
2. Derive the following representations of the Legendre function $P_\nu(z)$ in terms of hypergeometric series:

$$P_\nu(z) = F\left(\frac{\nu + 1}{2}, -\frac{\nu}{2}; 1; 1 - z^2\right), \quad |1 - z^2| < 1, \quad |\arg(z + 1)| < \pi,$$

$$P_\nu(z) = \left(z + \frac{1}{2}\right)\frac{1}{\sqrt{2^\nu \Gamma(\nu + 1)}} F\left(-\nu, -\nu; 1; \frac{z - 1}{z + 1}\right). \quad \text{Re } z > 0.$$

**Hint.** Apply the method used to derive (7.6.9).

3. Derive the following formulas:

$$P_\nu(z) = (z + \sqrt{z^2 - 1})\frac{1}{\sqrt{2^\nu \Gamma(\nu + 1)}} F\left(-\nu, \frac{1}{2}; 1; -\frac{2\sqrt{z^2 - 1}}{z + \sqrt{z^2 - 1}}\right),$$

$$\left|\frac{2(\sqrt{z^2 - 1})}{z + \sqrt{z^2 - 1}}\right| < 1, \quad |\arg(z - 1)| < \pi,$$

$$P_\nu(z) = (z - \sqrt{z^2 - 1})\frac{1}{\sqrt{2^\nu \Gamma(\nu + 1)}} F\left(-\nu, \frac{1}{2}; 1; -\frac{2\sqrt{z^2 - 1}}{z - \sqrt{z^2 - 1}}\right),$$

$$\left|\frac{2\sqrt{z^2 - 1}}{z - \sqrt{z^2 - 1}}\right| < 1, \quad |\arg(z - 1)| < \pi,$$

$$P_\nu(z) = z^\nu F\left(-\frac{\nu}{2}, 1 - \frac{\nu}{2}; 1; 1 - \frac{1}{z^2}\right). \quad \text{Re } z^2 > \frac{1}{2}, \quad |\arg z| < \pi.$$

**Hint.** Expand the integrand of (7.4.3) in series of powers of $\sin^2(\psi/2)$, $\cos^2(\psi/2)$ and $\cos \psi$, and then integrate term by term.

4. Derive the following formulas

$$Q_\nu(z) = \frac{\sqrt{\pi} \Gamma(\nu + 1)}{2^{\nu + 1} \Gamma(\nu + \frac{1}{2})} (z - 1)^{-\nu - \frac{1}{2}} F\left(1 + \nu, 1 + \nu; 2 + 2\nu; \frac{2}{1 - z}\right),$$

$$|z - 1| > 2, \quad |\arg(z - 1)| < \pi, \quad \nu \neq -1, -2, \ldots,$$

$$Q_\nu(z) = \frac{\sqrt{\pi} \Gamma(\nu + 1)}{2^{\nu + 1} \Gamma(\nu + \frac{1}{2})} (z + 1)^{-\nu - \frac{1}{2}} F\left(1 + \nu, 1 + \nu; 2 + 2\nu; \frac{2}{1 + z}\right),$$

$$|z + 1| > 2, \quad |\arg(z + 1)| < \pi, \quad \nu \neq -1, -2, \ldots,$$

$$Q_\nu(z) = \frac{\sqrt{\pi} \Gamma(\nu + 1)}{2^{\nu + 1} \Gamma(\nu + \frac{1}{2})} (z^2 - 1)^{-\nu - \frac{1}{2}} F\left(\frac{\nu + 1}{2}, \frac{\nu + 1}{2}; \nu + \frac{1}{2}; 1 - z^2\right),$$

$$|z^2 - 1| > 1, \quad |\arg(z - 1)| < \pi, \quad \nu \neq -1, -2, \ldots$$

**Hint.** Apply the method used to derive (7.6.9).

5. Prove the formula

$$Q_\nu(z) = \frac{\sqrt{\pi} \Gamma(\nu + 1)}{2^{\nu + 1} \Gamma(\nu + \frac{1}{2})} (z^2 - 1)^{-\nu - \frac{1}{2}} F\left(\frac{1}{2}, 1; 2; \frac{2}{2\sqrt{z^2 - 1}}\right),$$

$$\left|\frac{z - \sqrt{z^2 - 1}}{\sqrt{2^\nu \Gamma(\nu + 1)}}\right| < 1, \quad |\arg(z - 1)| < \pi, \quad \nu \neq -1, -2, \ldots$$
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**Hint.** Introduce the new variable of integration \( t = \theta - \alpha \) in (7.4.8), and then expand in powers of \( 1 - e^{-t} \).

6. Prove that if \( \nu \) is not an integer, then the asymptotic behavior as \( z \to -1 \) of the Legendre function of the first kind and its derivative is described by the formulas\(^32\)

\[
P'_\nu(z) \approx \frac{\sin \nu \pi}{\pi} \log \frac{z + 1}{2}, \quad P'_\nu(z) \approx \frac{\sin \nu \pi}{\pi} \frac{1}{1 + z}, \quad z \to -1.
\]

7. Using the result of the preceding problem and the functional relations connecting the Legendre functions of the first and second kinds, show that for any \( \nu \), the function \( Q_\nu(z) \), \(|\arg (z - 1)| < \pi \) has a logarithmic singularity at \( z = 1 \), while the function \( Q_\nu(x) \), \(-1 < x < 1 \) has logarithmic singularities at both end points of the interval \((-1, 1)\).

8. Derive the integral representations

\[
P_\nu(\cosh z) = \frac{1}{\Gamma(\nu + 1)} \int_0^\infty e^{-t} \cosh z \cdot \cosh t \, t^\nu \, dt,
\]

\[
Q_\nu(\cosh z) = \frac{1}{\Gamma(\nu + 1)} \int_0^\infty e^{-t} \cosh z \cdot \cosh t \, t^\nu \, dt,
\]

\[
P_\nu(\cos \theta) = \frac{1}{\Gamma(\nu + 1)} \int_0^\infty e^{-t} \cos \theta \cdot \cos t \, t^\nu \, dt,
\]

where

\[|\text{Im } z| < \frac{\pi}{2}, \quad \text{Re } \nu > -1, \quad 0 \leq \theta < \pi,\]

and \( J_\nu(x) \), \( I_\nu(x) \) and \( K_\nu(x) \) are Bessel functions.

9. Derive the integral representations

\[
P_{\nu - \frac{1}{2}}(\cosh z) = \frac{\cos \nu \pi}{\pi} \sqrt{\frac{z}{\pi}} \int_0^\infty e^{-t} \cosh z \cdot \frac{K(t)}{\sqrt{t}} \, dt, \quad |\text{Re } \nu| < \frac{1}{2}, \quad z > 0,
\]

\[
Q_{\nu - \frac{1}{2}}(\cosh z) = \frac{\sin \nu \pi}{\sqrt{2}} \int_0^\infty e^{-t} \cosh z \cdot \frac{I(t)}{\sqrt{t}} \, dt, \quad \text{Re } \nu > -\frac{1}{2}, \quad \nu > 0,
\]

where \( I_\nu(t) \) and \( K_\nu(t) \) are Bessel functions of imaginary argument (see Sec. 5.7).\(^33\)

10. Prove the formulas

\[
\int_{-1}^1 P_n^m(x) P_n^m(x) \, dx = 0, \quad \int_{-1}^1 [P_n^m(x)]^2 \, dx = \frac{2}{2n + 1} \frac{(n + m)!}{(n - m)!},
\]

\[
m = 0, 1, 2, \ldots, \quad l = m, m + 1, \ldots, \quad n = m, m + 1, \ldots,
\]

generalizing the results of Sec. 4.5.

\(^{32}\) A possible approach is to use the expansion of \( P_\nu(z) \) given by E. W. Hobson, *op. cit.*, p. 225.

\(^{33}\) Proof of the formulas given in Problems 8–9 can be found in Watson’s treatise (*op. cit.*, p. 387).
Comment. These formulas play an important role in the theory of series expansions with respect to the functions \( P_n^m(x) \).

11. Prove the following addition theorem for the Legendre polynomials:
\[
P_n(xz' - \sqrt{z^2 - 1} \sqrt{z'^2 - 1} \cos \phi) = P_n(x)P_n(x') + 2 \sum_{m=1}^{n} (-1)^m \frac{(n-m)!}{(n+m)!} P_m(x)P_m(x') \cos m\phi.
\]

Prove the analogous theorem for the Legendre functions:\(^{34}\)
\[
P_n(xz' - \sqrt{z^2 - 1} \sqrt{z'^2 - 1} \cos \phi) = P_n(x)P_n(x') + 2 \sum_{m=1}^{n} (-1)^m \frac{\Gamma(v - m + 1)}{\Gamma(v + m + 1)} P_m(x)P_m(x') \cos m\phi,
\]
\[\text{arg}(x - 1) \prec \pi, \text{ arg}(x' - 1) \prec \pi, \text{ Re } z > 0, \text{ Re } z' > 0.\]

12. Prove that the Legendre functions of complex degree \( \nu = -\frac{1}{2} + i\tau \) satisfy the integral equation
\[
P_{-\frac{1}{2} + i\tau}(x) = \frac{\cosh \pi \tau}{\pi} \int_1^\infty \frac{P_{-\frac{1}{2} + i\tau}(y)}{x + y} dy, \quad 1 \leq x < \infty.
\]

13. Derive the following integral representation of the square of the function \( P_{-\frac{1}{2} + i\tau}(x) \):
\[
[P_{-\frac{1}{2} + i\tau}(x)]^2 = \frac{\cosh \pi \tau}{\pi} \int_1^\infty \frac{P_{-\frac{1}{2} + i\tau}(y)}{\sqrt{1 + y^2} \sqrt{x^2 - 1}} dy, \quad 1 \leq x < \infty.
\]

14. Derive the following asymptotic formulas for the Legendre functions of complex degree \( \nu = -\frac{1}{2} + i\tau \):\(^{35}\)
\[
P_{-\frac{1}{2} + i\tau}(\cos \theta) \approx \frac{\sinh \theta}{\sqrt{2\pi \sin \theta}} e^{i\tau}, \quad \tau \rightarrow \infty, \quad \delta \leq \theta \leq \pi - \delta,
\]
\[
P_{-\frac{1}{2} + i\tau}(\cosh \alpha) \approx \frac{\sqrt{2}}{\pi \tau \sinh \alpha} \sin (\alpha \tau + \frac{1}{2}\pi), \quad \tau \rightarrow \infty, \quad \delta \leq \alpha \leq a < \infty.
\]

15. Prove that
\[
\int_{-1}^{1} x^{2m} P_{2m}(x) \, dx = 2^{2m+1} \frac{\Gamma(2m+1) \Gamma(m+n+1)}{\Gamma(m-n+1) \Gamma(2m+2n+2)}.
\]

16. Prove the formulas
\[
\int_{-1}^{1} \frac{P_{2m}(x)}{\sqrt{\cosh^2 \alpha - x^2}} dx = 2iP_{2m}(0)Q_{2m}(i \sinh \alpha), \quad (i)
\]
\[
\int_{-1}^{1} \frac{P_{2m}(x)}{\sqrt{\sinh^2 \alpha + x^2}} dx = 2P_{2m}(0)Q_{2m}(\cosh \alpha). \quad (ii)
\]

\(^{34}\) For the proof of these and similar formulas, see E. W. Hobson, op. cit., Chap. 8.

\(^{35}\) These formulas are important in connection with the problems of mathematical physics considered in Secs. 8.5, 8.9, 12–13. They are special cases of general asymptotic formulas given in Barnes’ paper (op. cit.).
Hint. The substitution \( \alpha \rightarrow \alpha - \frac{1}{2} \pi \) converts (i) into (ii). To prove (i), expand \( \sqrt{\cosh^2 \alpha - x^2} \) in a power series and integrate term by term, using the result of the preceding problem. Also anticipate formula (9.5.2), and use (7.3.7) and (7.6.7).
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SPHERICAL HARMONICS: APPLICATIONS

8.1. Introductory Remarks

The present chapter is devoted to the study of some boundary value problems of mathematical physics which can be solved by the use of spherical harmonics. Except for Sec. 8.14 (dealing with Helmholtz’s equation), we will be concerned exclusively with potential theory, i.e., with solutions of Laplace’s equation. In fact, we will confine our attention to the Dirichlet problem, which, according to Sec. 6.3, can be stated as follows: Given a domain $\tau$ with boundary $\sigma$, and a function $f$ defined on $\sigma$, find the function $u$ such that 1) $u$ is harmonic in $\tau$ and continuous in the closed domain $\tau + \sigma$, and 2) $u$ coincides with $f$ on $\sigma$. In the case of an unbounded domain, this statement of the problem must be supplemented by a condition characterizing the behavior of the function $u$ at infinity.

An effective general method for solving boundary value problems is to find a system $S$ of orthogonal curvilinear coordinates $\alpha, \beta, \gamma$ such that

1. The surface $\sigma$ corresponds to a constant value of one of the coordinates $\alpha, \beta, \gamma$;
2. Variables can be separated in Laplace’s equation, after it has been transformed to the system $S$ by using the formulas

$$ x = x(\alpha, \beta, \gamma), \quad y = y(\alpha, \beta, \gamma), \quad z = z(\alpha, \beta, \gamma). \quad (8.1.1) $$

If such a coordinate system $S$ can be found, then a solution of the problem can usually be obtained by superposition of particular solutions of Laplace’s
equation written in the system S (cf. Sec. 6.3). In this regard, we remind
the reader of the following fact from advanced calculus: If the square of the
element of arc length in the system \( S \) is given by
\[
    ds^2 = h_\alpha^2 \, dx^2 + h_\beta^2 \, d\beta^2 + h_\gamma^2 \, d\gamma^2,
\]
(8.1.2)
in terms of the metric coefficients \( h_\alpha, h_\beta, h_\gamma \), then in the system \( S \), the
Laplacian operator takes the form
\[
    \nabla^2 u = \frac{1}{h_\alpha h_\beta h_\gamma} \left[ \frac{\partial}{\partial \alpha} \left( \frac{h_\beta h_\gamma}{h_\alpha} \frac{\partial u}{\partial \alpha} \right) + \frac{\partial}{\partial \beta} \left( \frac{h_\alpha h_\gamma}{h_\beta} \frac{\partial u}{\partial \beta} \right) + \frac{\partial}{\partial \gamma} \left( \frac{h_\alpha h_\beta}{h_\gamma} \frac{\partial u}{\partial \gamma} \right) \right].
\]
(8.1.3)

8.2. Solution of Laplace’s Equation in Spherical Coordinates

One of the most important systems of orthogonal curvilinear coordinates
permitting separation of variables in Laplace’s equation is the system of
spherical coordinates \( r, \theta, \varphi \), related to the rectangular coordinates \( x, y, z \) by the formulas
\[
    x = r \sin \theta \cos \varphi, \quad y = r \sin \theta \sin \varphi, \quad z = r \cos \theta,
\]
(8.2.1)
where
\[
    0 \leq r < \infty, \quad 0 \leq \theta \leq \pi, \quad -\pi < \varphi \leq \pi.
\]
The corresponding triply orthogonal system of surfaces consists of the
spheres \( r = \text{const} \), the circular cones \( \theta = \text{const} \) and the planes \( \varphi = \text{const} \)
passing through the \( z \)-axis. Moreover, the square of the element of arc length is
\[
    ds^2 = dr^2 + r^2 \, d\theta^2 + r^2 \sin^2 \theta \, d\varphi^2,
\]
(8.2.2)
and hence, according to (8.1.2), the metric coefficients are
\[
    h_r = 1, \quad h_\theta = r, \quad h_\varphi = r \sin \theta,
\]
and Laplace’s equation takes the form [cf. (8.1.3)]
\[
    \nabla^2 u = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial u}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial u}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 u}{\partial \varphi^2} = 0.
\]
(8.2.3)

It is easy to see that if we look for particular solutions of (8.2.3) of the form
\[
    u = R(r) \Theta(\theta) \Phi(\varphi),
\]
(8.2.4)
then variables can be separated, so that the problem of determining each
factor in (8.2.4) reduces to the solution of an ordinary differential equation.

---

1 F. B. Hildebrand, op. cit., p. 302.
In fact, substituting (8.2.4) into (8.2.3), multiplying by \(r^2 \sin^2 \theta\) and dividing by \(R \Theta \Phi\), we find that
\[
\left[ \frac{1}{R} \frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + \frac{1}{\Theta \sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) \right] \sin^2 \theta = - \frac{1}{\Phi} \frac{d^2 \Phi}{d\varphi^2},
\]
which is possible only if both sides equal a constant, which we denote by \(\mu^2\). This leads to two equations
\[
\frac{d^2 \Phi}{d\varphi^2} + \mu^2 \Phi = 0,
\]
\[
\frac{1}{R} \frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) = \frac{\mu^2}{\sin^2 \theta} - \frac{1}{\Theta \sin \theta} \frac{d}{d\theta} \sin \theta \frac{d\Theta}{d\theta}.
\tag{8.2.5}
\]

The same reasoning shows that both sides of the last equation must equal a constant, which this time it is convenient to denote by \(\nu(\nu + 1)\). As a result, we obtain the equations
\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) + \left[ \nu(\nu + 1) - \frac{\mu^2}{\sin^2 \theta} \right] \Theta = 0,
\tag{8.2.6}
\]
\[
\frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) - \nu(\nu + 1)R = 0.
\tag{8.2.7}
\]

Thus, determining the factors in the product (8.2.4) reduces to the relatively simple problem of solving the ordinary differential equations (8.2.5–7). The corresponding particular solutions (8.2.4) of Laplace’s equation depend on two parameters \(\mu\) and \(\nu\) (in general, complex),\(^2\) which can be used to construct solutions of boundary values problems of mathematical physics involving various special domains (spheres, cones, etc.). The parameters \(\mu, \nu\) and the corresponding solutions of equations (8.2.5–7) must be chosen in such a way that each particular solution (8.2.4) is harmonic in the given domain, and an appropriate superposition of particular solutions solves the given boundary value problem.

### 8.3. The Dirichlet Problem for a Sphere

As a simple example of the application of the superposition method, we consider the interior Dirichlet problem for a spherical domain. To keep things as simple as possible, we assume that the boundary function \(f\) and the solution \(u\) are independent of the angle \(\varphi\). Choosing the origin at the center of the sphere (of radius \(a\)) and the \(z\)-axis along the axis of symmetry, we can formulate our problem as follows: Find the function \(u = u(r, \theta)\) such that

---
\(^2\) Without loss of generality, we can assume that \(\text{Re } \mu \geq 0\) and \(\text{Re } \nu \geq -\frac{1}{2}\), since replacing \(\mu\) by \(-\mu\) or \(\nu\) by \(-\nu - 1\) does not affect the separation constants \(\mu^2\) and \(\nu(\nu + 1)\).
is harmonic in the domain \( r < a \) and continuous in the closed domain \( r \leq a \), and 2) \( u \) satisfies the boundary condition \( u|_{r=a} = f(\Theta) \), where \( f(\Theta) \) is continuous in the interval \( 0 \leq \Theta \leq \pi \).\(^3\)

The rotational symmetry of the problem corresponds to setting \( \Phi = 1 \) in (8.2.4) and \( \mu = 0 \) in (8.2.6). Then (8.2.6) reduces to the differential equation (7.3.1) for the Legendre functions of argument \( x = \cos \Theta \), which for \( -1 < x < 1 \) has the general solution [cf. (7.3.29)]

\[
\Theta = AP_x (\cos \Theta) + BQ_x (\cos \Theta),
\]

(8.3.1)

where \( P_x(x) \) and \( Q_x(x) \) are Legendre functions of the first and second kinds, and \( \nu \) is an arbitrary complex number such that \( \text{Re} \nu \geq -\frac{1}{2} \).\(^4\) Since the variable \( x = \cos \Theta \) actually ranges over the closed interval \([-1, 1]\), and since as \( x \to 1 \), \( Q_x(x) \to \infty \) while \( P_x(x) \) remains bounded [cf. (7.3.13, 23) and Problem 7, p. 201] we must set \( B = 0 \) if the solution is to remain bounded inside the sphere. Moreover, since \( P_x(x) \to \infty \) as \( x \to 1 \) unless \( \nu \) is a nonnegative integer [cf. (4.2.6) and Problem 6, p. 201], the same reason compels us to choose \( \nu = n \) (\( n = 0, 1, 2, \ldots \)). Therefore, the only solutions of (8.2.6) for \( \mu = 0 \) which remain bounded in the closed interval \( 0 \leq \Theta \leq \pi \) correspond to nonnegative integral \( \nu \) and are of the form

\[
\Theta = AP_n (\cos \Theta), \quad n = 0, 1, 2, \ldots ,
\]

(8.3.2)

where \( P_n(x) \) is the Legendre polynomial of degree \( n \). As for the radial equation (8.2.6), it is an Euler equation, with general solution (for \( \nu \neq -\frac{1}{2} \))\(^5\)

\[
R = Cr^\nu + Dr^{-\nu - 1}.
\]

(8.3.3)

In the present case \( \nu = n \), and the requirement that the solution be bounded at the center of the sphere compels us to choose \( D = 0 \). It follows that

\[
R = Cr^n, \quad n = 0, 1, 2, \ldots ,
\]

(8.3.4)

and hence the appropriate set of particular solutions of Laplace's equation inside the sphere is

\[
u = u_n = M_n x^n P_n (\cos \Theta), \quad n = 0, 1, 2, \ldots \)

(8.3.5)

We can now solve our boundary value problem by superposition of the solutions (8.3.5). In fact, suppose the boundary function \( f(\Theta) \) can be expanded in a series of Legendre polynomials (see Sec. 4.7), i.e.,

\[
f(\Theta) = \sum_{n=0}^{\infty} f_n P_n (\cos \Theta), \quad 0 \leq \Theta \leq \pi ,
\]

(8.3.6)

\(^3\) The statement of the problem must be suitably modified if \( f \) has discontinuities.

\(^4\) As already noted (see footnote 2), this is the only case that need be considered.

\(^5\) E. A. Coddington, op. cit., Theorem 1, p. 147.
where
\[ f_n = (n + \frac{1}{2}) \int_0^\pi f(0) P_n(\cos \theta) \sin \theta \, d\theta, \]  
\quad (8.3.7)
and suppose the series (8.3.6) converges uniformly in the interval \([0, \pi]\). Then, choosing \(M_n = f_n a^{-n}\) and summing the solutions (8.3.5), we obtain the series
\[ u = \sum_{n=0}^m f_n \left( \frac{r}{a} \right)^n P_n(\cos \theta), \]  
\quad (8.3.8)
which, according to \textit{Harnack’s theorem} on sequences of harmonic functions,\(^6\) converges uniformly for \(0 \leq r \leq a\) to a harmonic function with boundary values
\[ u|_{r=a} = f(0), \]
i.e., (8.3.8) solves the Dirichlet problem for a sphere.\(^7\)

\textbf{Remark 1.} The solutions of the Neumann problem and the mixed problem, involving the boundary conditions (6.3.1b) and (6.3.1c), can be obtained by similar methods.

\textbf{Remark 2.} In the case of the more general problem where \(f = f(\theta, \varphi)\) is a function of both angular coordinates, it turns out that the appropriate set of particular solutions of Laplace’s equation in the domain \(r < a\) has the form\(^8\)
\[ u = u_{mn} = \left[ M_{mn} \cos m\varphi + N_{mn} \sin m\varphi \right] r^n P_n^m(\cos \theta), \]  
\quad (8.3.9)
in terms of the associated Legendre functions \(P_n^m(\cos \theta)\). Moreover, by replacing the factor \(r^n\) in (8.3.9) or (8.3.5) by the linear combination \(Cr^n + Dr^{-n-1}\), we obtain particular solutions which can be used to solve boundary value problems for a spherical shell, or for the domain lying outside a sphere (in the latter case, we must set \(C = 0\) to prevent the solution from becoming infinite as \(r \to \infty\)).

\textbf{8.4. The Field of a Point Charge inside a Hollow Conducting Sphere}

As an application of the results of the preceding section, consider the problem of determining the electrostatic field due to a point charge \(q\) inside a


\(^7\) One can also solve the interior Dirichlet problem for a sphere in the case where \(f(0)\) is only piecewise continuous. See the analogous treatment of the interior Dirichlet problem for a circle, given in A. N. Tikhonov and A. A. Samarski, \textit{op. cit.}, pp., 284, 301.

hollow conducting sphere of radius \( a \), held at zero potential. Choose the
origin \( O \) at the center of the sphere, and let the \( z \)-axis pass through the position \( A \) of the charge, which is at distance
\( b \) from \( O \) (see Figure 27). To eliminate the singularity at \( A \), we write the potential \( \psi \) of
the electrostatic field as a sum of the potential of the source and the potential \( u \) of the
secondary field due to the charges induced on the inner surface of the sphere, i.e.,
\[
\psi = \frac{q}{\rho} + u, \quad (8.4.1)
\]
where
\[
\rho = AP = \sqrt{r^2 + b^2 - 2br \cos \theta}
\]
is the distance from \( A \) to a variable point \( P \),
with coordinates \( r, \theta, \phi \). Since \( \psi \) must vanish on the surface of the sphere, determination
of the function \( u = u(r, \theta) \) reduces to solving the Dirichlet problem with the boundary condition
\[
u|_{r=a} = -\frac{q}{\sqrt{a^2 + b^2 - 2ab \cos \theta}} = f(\theta). \quad (8.4.2)
\]
The right-hand side of (8.4.2) can easily be expanded in a series of
Legendre polynomials, and in fact there is no need to evaluate the integral
(8.3.7). Instead, we use formula (4.2.3) which immediately implies
\[
u|_{r=a} = -\frac{q}{a} \sum_{n=0}^{\infty} \left( \frac{b}{a} \right)^n P_n(\cos \theta). \quad (8.4.3)
\]
Moreover, since \( b < a \) it follows from the estimate (4.4.2) that the series
(8.4.3) is uniformly convergent in the interval \([0, \pi]\). Therefore, according to
Sec. 8.3, the function \( u \) is given by the formula
\[
u = -\frac{q}{a} \sum_{n=0}^{\infty} \left( \frac{b}{a} \right)^n P_n(\cos \theta). \quad (8.4.4)
\]
Using (4.2.3) again, we find that the sum of the series (8.4.3) is
\[
u = -\frac{q}{a} \frac{1}{\sqrt{1 - 2\left( \frac{br}{a^2} \right) \cos \theta + \left( \frac{br}{a^2} \right)^2}} = \frac{q'}{\rho'}, \quad (8.4.5)
\]
where
\[
q' = -q \frac{a}{b}, \quad b' = a^2 \frac{b}{b}, \quad \rho' = \sqrt{r^2 + b^2 - 2br \cos \theta}.
\]

\(^{a}\) Since the problem is rotationally symmetric, \( u \) is independent of the angle \( \phi \).
Thus the potential $\psi$ can be written as a sum

$$\psi = \frac{Q}{r} + \frac{Q'}{r'},$$

(8.4.6)

where the first term is the potential of the charge $q$ in the absence of the conducting sphere, and the second term is the potential of the image charge $q'$ at the image point $A'$, which takes account of the influence of the sphere.\(^{10}\)

### 8.5. The Dirichlet Problem for a Cone

The ability to separate variables in Laplace's equation written in spherical coordinates also allows us to solve boundary value problems for the domain bounded by the surface of an infinite circular cone. Choose the origin at the vertex of the cone, and let the $z$-axis lie along the axis of symmetry of the cone (see Figure 28). Then the equation of the cone is $\theta = \theta_0$ ($\theta_0 < \pi$), and the Dirichlet problem for the case of axially symmetric boundary conditions can be stated as follows: Find the functions $u = u(r, \theta)$ such that 1) $u$ is harmonic in the domain $0 < r < \infty, 0 \leq \theta < \theta_0$, and continuous in the closed domain $0 \leq r < \infty, 0 \leq \theta \leq \theta_0$, and 2) $u$ satisfies the boundary condition $u|_{\theta = \theta_0} = f(r)$ and the condition at infinity $u|r \to \infty \to 0$ uniformly in $\theta$,\(^{11}\) where $f(r)$ is continuous in the interval $0 \leq r < \infty$ and $f(r)|_{r \to \infty} = 0$.

In applying the method of separation of variables to this problem, we must set $B = 0$ in (8.3.1), if the solution is to remain bounded on the axis of the cone. However, in the present case, there is no reason to choose $\nu$ to be a nonnegative integer, since $P_\nu(\cos \theta)$ is bounded for arbitrary $\nu$ if $0 \leq \theta \leq \theta_0$. In fact, with some extra restrictions on the function $f(r)$, the problem can be solved by choosing

$$\nu = -\frac{1}{2} + i\tau, \quad \tau \geq 0,$$

which corresponds to the following set of particular solutions of Laplace's equation:

$$u = u_\tau = [M_\tau \cos (\tau \log r) + N_\tau \sin (\tau \log r)]r^{-1/2}P_{-1/2 + i\tau}(\cos \theta).$$

(8.5.1)

Here $M_\tau$ and $N_\tau$ are arbitrary continuous functions ($\tau \geq 0$), and the solutions

---

\(^{10}\) Note that $r' = \overline{AP}$, i.e., $r'$ is the distance between the image point $A'$ and the variable point $P$ (see Figure 27).

\(^{11}\) The second condition is necessary for the uniqueness of the function $u$. See A. N. Tikhonov and A. A. Samarski, *op. cit.*, p. 288.
depend continuously on the parameter \( \tau \). Using (7.3.6), we find that the Legendre functions of complex degree appearing in (8.5.1) have the series expansion

\[
P_{-\frac{1}{2}+i\tau} (\cos 0) = F\left( \frac{1}{2} + i\tau, \frac{1}{2} - i\tau; 1; \sin^2 \frac{\theta}{2} \right)
= 1 + \frac{1}{\left(1 + \tau^2\right)} \sin^2 \frac{\theta}{2} + \frac{\left(1 + \tau^2\right)^2 (\tau^2 + \tau^2)}{(2)^2} \sin^4 \frac{\theta}{2} + \cdots
\]  

(8.5.2)

It follows from (8.5.2) that \( P_{-\frac{1}{2}+i\tau} (\cos 0) \) is real and satisfies the inequalities

\[
1 \leq P_{-\frac{1}{2}+i\tau} (\cos 0), \quad 0 \leq \theta \leq \pi, \\
P_{-\frac{1}{2}+i\tau} (\cos 0) \leq P_{-\frac{1}{2}+i\tau} (\cos \theta_0), \quad 0 \leq \theta \leq \theta_0.
\]  

(8.5.3)

Now suppose that \( f(r) \) is such that \( \varphi(r) = r^{1/2}f(r) \) has a Fourier expansion of the form\(^\text{12}\)

\[
g(r) = r^{1/2}f(r) = \int_{0}^{\infty} \left[ G_{\delta}(\tau) \cos (\tau \log r) + G_{\delta}(\tau) \sin (\tau \log r) \right] d\tau, \\
0 < r < \infty,
\]

\[
G_{\delta}(\tau) = \frac{1}{\pi} \int_{0}^{\infty} f(r) r^{-1/2} \cos (\tau \log r) \, dr, \quad G_{\delta}(\tau) = \frac{1}{\pi} \int_{0}^{\infty} f(r) r^{-1/2} \sin (\tau \log r) \, dr,
\]  

(8.5.4)

where the integral is uniformly convergent in every finite subinterval \([r_1, r_2]\) such that \( 0 < r_1 < r_2 < \infty \). Then, choosing

\[
M_{\delta} = \frac{G_{\delta}(\tau)}{P_{-\frac{1}{2}+i\tau} (\cos \theta_0)}, \quad N_{\delta} = \frac{G_{\delta}(\tau)}{P_{-\frac{1}{2}+i\tau} (\cos \theta_0)}
\]

in (8.5.1), and integrating with respect to the parameter \( \tau \) from 0 to \( \infty \), we obtain the function

\[
u = r^{-1/2} \int_{0}^{\infty} \left[ G_{\delta}(\tau) \cos (\tau \log r) + G_{\delta}(\tau) \sin (\tau \log r) \right] \frac{P_{-\frac{1}{2}+i\tau} (\cos \theta)}{P_{-\frac{1}{2}+i\tau} (\cos \theta_0)} \, d\tau,
\]  

(8.5.5)

which gives the solution of our problem, at least formally.

\(^{12}\) The expansion (8.5.4), which reduces to the standard form of the Fourier integral if we make the substitution \( \log r = \xi (-\infty < \xi < \infty) \), is valid if \( f(r) \) is continuous and of bounded variation in every finite subinterval \([r_1, r_2]\), where \( 0 < r_1 < r_2 < \infty \), and if the integral

\[
\int_{0}^{\infty} |f(r)| r^{-1/2} \, dr
\]

Example. Find the electrostatic field due to a point charge \( q \) on the axis of a hollow conducting cone, held at zero potential, if the charge is at distance \( a \) from the vertex of the cone.

As in Sec. 8.4, we write the potential \( \psi \) as a sum
\[
\psi = \frac{q}{\rho} + u,
\]
where \( \rho = \sqrt{r^2 + a^2 - 2ar \cos \theta} \). Then \( u \) satisfies the boundary condition
\[
u|_{a = \theta_0} = f(r) = -\frac{q}{\sqrt{r^2 + a^2 - 2ar \cos \theta_0}}.
\]

Using the integral representation (7.4.6), we find that
\[
G_\lambda(\tau) = -\frac{q}{\pi} \int_0^\infty \frac{\cos(\tau \log r)}{\sqrt{r} \sqrt{r^2 + a^2 - 2ar \cos \theta_0}} \, dr
\]
\[
= -\frac{q}{\pi \sqrt{a}} \int_0^\infty \frac{\cos(\tau \log r)}{\sqrt{r} + \frac{a}{r} - 2 \cos \theta_0} \, dr
\]
\[
= -\frac{q}{\pi \sqrt{a}} \int_0^\infty \frac{\cos[\tau(s + \log a)]}{\sqrt{2} \cosh s - 2 \cos \theta_0} \, ds
\]
\[
= -\frac{2q \cos(\tau \log a)}{\pi \sqrt{a}} \int_0^\infty \frac{\cos \tau s}{2 \cosh s - 2 \cos \theta_0} \, ds
\]
\[
= -\frac{q}{\sqrt{a}} \frac{\cos(\tau \log a)}{\cosh \pi \tau} P_{-\frac{1}{2} + i\tau}(-\cos \theta_0),
\]
and similarly,
\[
G_\lambda(\tau) = -\frac{q}{\sqrt{a}} \frac{\sin(\tau \log a)}{\cosh \pi \tau} P_{-\frac{1}{2} + i\tau}(-\cos \theta_0).
\]

Thus the solution of the problem is given by the integral
\[
u = -\frac{q}{\sqrt{a} \pi} \int_0^\infty \frac{P_{-\frac{1}{2} + i\tau}(-\cos \theta_0)}{P_{-\frac{1}{2} + i\tau}(-\cos \theta_0)} \frac{\cos[\tau \log(r/a)]}{\cosh \pi \tau} \, dr.
\]

It is not hard to see that this integral is absolutely and uniformly convergent for \( r_1 \leq r \leq r_2, 0 \leq \theta \leq \theta_0, \) where \( 0 < r_1 < r_2 < \infty \). In fact, it follows from (8.5.3) that the integral in question is majorized by the integral\(^\dagger\)
\[
\int_0^\infty \frac{d\tau}{\cosh \pi \tau} \frac{1}{\cos \frac{\theta_0}{2}} = \frac{1}{2} \cos \frac{\theta_0}{2}
\]
\(^\dagger\) To verify (8.5.10), set \( \beta = \pi \) in (8.12.8).
Using this result, we can prove that formula (8.5.9) actually gives the solution of our problem.\textsuperscript{14}

8.6. Solution of Laplace’s Equation in Spheroidal Coordinates

We now turn to other systems of orthogonal coordinates permitting separation of variables in Laplace’s equation, and leading to particular solutions which can be expressed in terms of spherical harmonics. We begin our discussion by examining two coordinate systems suitable for solving boundary value problems for spheroidal domains.\textsuperscript{15} First we consider prolate spheroidal coordinates $\alpha, \beta, \varphi$, related to the rectangular coordinates $x, y, z$ by the formulas

$$
\begin{align*}
  x &= c \sinh \alpha \sin \beta \cos \varphi, \\
  y &= c \sinh \alpha \sin \beta \sin \varphi, \\
  z &= c \cosh \alpha \cos \beta,
\end{align*}
$$

(8.6.1)

where

$$
0 \leqslant \alpha < \infty, \quad 0 \leqslant \beta \leqslant \pi, \quad -\pi < \varphi \leqslant \pi,
$$

and $c > 0$ is a scale factor.\textsuperscript{16} Then every point of space is characterized by a unique triple of numbers $\alpha, \beta, \varphi$. The corresponding triply orthogonal system of surfaces consists of the prolate spheroids $\alpha = \text{const}$ with foci at the points $(0, 0, \pm c)$, the double-sheeted hyperboloids of revolution $\beta = \text{const}$, which are confocal with the spheroids, and the planes $\varphi = \text{const}$ passing through the $z$-axis (see Figure 29). A simple calculation shows that the square of the element of arc length is

$$
d\alpha^2 = c^2 (\sinh^2 \alpha + \sin^2 \beta) (d\alpha^2 + d\beta^2) + c^2 \sinh^2 \alpha \sin^2 \beta \, d\varphi^2. \tag{8.6.2}
$$

Therefore the metric coefficients are

$$
h_\alpha = h_\beta = c \sqrt{\sinh^2 \alpha + \sin^2 \beta}, \quad h = c \sinh \alpha \sin \beta,
$$

and Laplace’s equation takes the form [cf. (8.2.3)]

$$
\nabla^2 u = \frac{1}{c^2 (\sinh^2 \alpha + \sin^2 \beta)} \left[ \frac{1}{\sinh \alpha} \partial_\alpha \left( \sinh \alpha \frac{\partial u}{\partial \alpha} \right) + \frac{1}{\sin \beta} \frac{\partial}{\partial \beta} \left( \sin \beta \frac{\partial u}{\partial \beta} \right) \right]
$$

$$
\quad + \left( \frac{1}{\sinh^2 \alpha} + \frac{1}{\sin^2 \beta} \right) \frac{\partial^2 u}{\partial \varphi^2} = 0. \tag{8.6.3}
$$

\textsuperscript{14} In examining the convergence of integrals involving Legendre functions of complex degree $\nu = -\frac{1}{2} + ir$, it is useful to recall the asymptotic formulas proved in Problem 14, p. 202.

\textsuperscript{15} The terms spheroid and ellipsoid of revolution are synonymous, and spheroidal coordinates might be called degenerate ellipsoidal coordinates, since cross sections of the coordinate surfaces normal to the $z$-axis are circles rather than ellipses (concerning ellipsoidal coordinates, see E. W. Hobson, op. cit., Chap. 11).

\textsuperscript{16} If a point has cylindrical coordinates $r, \varphi$ and $z$, then $z + ir = c \cosh(\alpha + i\beta)$. 
Now suppose we look for solutions of (8.6.3) which have the form
\[ u = \Lambda(\alpha)B(\beta)\Phi(\varphi). \]  
(8.6.4)

Then the variables separate, just as in Sec. 8.2, and the factors \( A, B, \Phi \) satisfy the ordinary differential equations
\[ \frac{d^2\Phi}{d\varphi^2} + \mu^2\Phi = 0, \]  
(8.6.5)
\[ \frac{1}{\sin \beta} \frac{d}{d\beta} \left( \sin \beta \frac{dB}{d\beta} \right) + \left[ \nu(\nu + 1) - \frac{\mu^2}{\sin^2 \beta} \right] B = 0, \]  
(8.6.6)
\[ \frac{1}{\sinh \alpha} \frac{d}{dx} \left( \sinh \alpha \frac{dA}{dx} \right) - \left[ \nu(\nu + 1) + \frac{\mu^2}{\sinh^2 \alpha} \right] A = 0, \]  
(8.6.7)

where \( \mu \) and \( \nu \) are parameters whose choice is dictated by the concrete conditions of the problem. For example, in the rotationally symmetric case where \( u \) is independent of the variable \( \varphi \), we set \( \mu = 0, \Phi = 1 \), while in the more general case where \( u \) depends on \( \varphi \), we set \( \mu = m (m = 0, 1, 2, \ldots) \), since \( u \) must be periodic in \( \varphi \).

Next we consider oblate spheroidal coordinates \( \alpha, \beta, \varphi \), related to the rectangular coordinates \( x, y, z \) by the formulas
\[ x = c \cosh \alpha \sin \beta \cos \varphi, \quad y = c \cosh \alpha \sin \beta \sin \varphi, \quad z = c \sinh \alpha \cos \beta, \]  
(8.6.8)

where\(^{17}\)
\[ 0 < \alpha < \infty, \quad 0 \leq \beta \leq \pi, \quad -\pi < \varphi \leq \pi. \]

\(^{17}\) If a point has cylindrical coordinates \( r, \varphi \) and \( z \), we now have \( z + ir = \sinh (\alpha + i\beta) \).
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In this case, the triply orthogonal system of surfaces consists of the oblate spheroids $\alpha = \text{const}$, the single-sheeted hyperboloids of revolution $\beta = \text{const}$ and the planes $\varphi = \text{const}$ (see Figure 30). The square of the element of arc length and Laplace’s equation now take the form

$$ds^2 = c^2 (\cosh^2 \alpha - \sin^2 \beta)(d\alpha^2 + d\beta^2) + c^2 \cosh^2 \alpha \sin^2 \beta \, d\varphi^2,$$

$$\nabla^2 u = \frac{1}{c^2 (\cosh^2 \alpha - \sin^2 \beta)} \left[ \frac{1}{\cosh \alpha} \frac{\partial}{\partial \alpha} \left( \cosh \alpha \frac{\partial u}{\partial \alpha} \right) + \frac{1}{\sin \beta} \frac{\partial}{\partial \beta} \left( \sin \beta \frac{\partial u}{\partial \beta} \right) \right] +$$

$$+ \left( \frac{1}{\sin^2 \beta} - \frac{1}{\cosh^2 \alpha} \right) \frac{\partial^2 u}{\partial \varphi^2} = 0.$$

Separating variables, instead of (8.6.5–7) we find the following system of equations for determining the factors $A$, $B$ and $\Phi$:

$$\frac{d^2 \Phi}{d\varphi^2} + \mu^2 \Phi = 0,$$

$$\frac{1}{\sin \beta} \frac{d}{d\beta} \left( \sin \beta \frac{d B}{d\beta} \right) + \left[ \nu (\nu + 1) - \frac{\mu^2}{\sin^2 \beta} \right] B = 0,$$

$$\frac{1}{\cosh \alpha} \frac{d}{d\alpha} \left( \cosh \alpha \frac{d A}{d\alpha} \right) - \left[ \nu (\nu + 1) - \frac{\mu^2}{\cosh^2 \alpha} \right] A = 0.$$

8.7. The Dirichlet Problem for a Spheroid

Using the particular solutions of Laplace's equation $\nabla^2 u = 0$ found in Sec. 8.6, we can construct functions harmonic in the interior or exterior of a
spheroid, thereby solving the boundary value problems of potential theory for domains of this type. To keep things as simple as possible, we consider the Dirichlet problem, assuming that the boundary function \( f \) and the solution \( u \) are independent of the angle \( \varphi \). We begin with the case of a prolate spheroid. The rotational symmetry of the problem corresponds to setting \( \Phi = 1 \) in (8.6.11) and \( \mu = 0 \) in (8.6.12–13). Then equation (8.6.12) reduces to the differential equation for the Legendre functions of argument \( x = \cos \beta \) (cf. Sec. 8.3), whose only bounded solutions in the closed interval \([0, \pi]\) are of the form

\[
B = CP_n(\cos \beta), \quad n = 0, 1, 2, \ldots, \tag{8.7.1}
\]

where \( P_n(x) \) is the Legendre polynomial of degree \( n \) [cf. (8.3.2)].\(^{18}\)

To deal with equation (8.6.7), we observe that (8.6.7) transforms into equation (8.6.6) under the substitution \( \beta = i\alpha \). Therefore the general solution of (8.6.7) for \( \mu = 0, \nu = n \) is of the form

\[
A = MP_n(i \sinh \alpha) + NQ_n(i \sinh \alpha). \tag{8.7.2}
\]

If \( \alpha = \alpha_0 \) is the equation of the spheroid on which the boundary conditions are specified, then the interior domain corresponds to the values \( 0 \leq \alpha < \alpha_0 \) and the exterior domain to the values \( \alpha_0 < \alpha < \infty \).\(^{19}\) Since \( P_n(\cosh \alpha) \to 1, Q_n(\cosh \alpha) \to \infty \) as \( \alpha \to 0 \) [cf. (7.3.13, 23) and Problem 7, p. 201], we must set \( N = 0 \) when dealing with the interior problem, and hence the appropriate set of particular solutions of Laplace's equation consists of the functions

\[
u = u_n = M_n P_n(\cosh \alpha)P_n(\cos \beta), \quad n = 0, 1, 2, \ldots \tag{8.7.3}
\]

On the other hand, for the exterior problem we need solutions which are harmonic outside the spheroid and vanish at infinity (cf. Sec. 8.5). According to (7.6.1, 3), this requires setting \( M = 0 \), so that the appropriate particular solutions of Laplace's equation are now of the form

\[
u = u_n = N_n Q_n(\cosh \alpha)P_n(\cos \beta), \quad n = 0, 1, 2, \ldots \tag{8.7.4}
\]

Next we consider the case of an oblate spheroid. Since equations (8.6.6) and (8.6.12) are identical, the only difference between this case and the case of a prolate spheroid is that equation (8.6.7) is replaced by equation (8.6.13). Therefore we have the same admissible values of the parameter \( \nu \) as before, i.e., \( \nu = n (n = 0, 1, 2, \ldots) \), and the factor \( B(\beta) \) is again given by (8.7.1). Since equation (8.6.13) transforms into equation (8.6.12) under the substitution \( \beta = \frac{i}{2} \pi - i\alpha \), the general solution of (8.6.13) for the case \( \mu = 0, \nu = n \) is of the form

\[
A = MP_n(i \sin \alpha) + NQ_n(i \sin \alpha), \tag{8.7.5}
\]

\(^{18}\) This assertion holds for both the interior and the exterior problem.

\(^{19}\) This is true for either a prolate or an oblate spheroid.
corresponding to the following particular solutions of Laplace’s equation:

\[ u = u_n = [M_n P_n(i \sinh \alpha) + N_n Q_n(i \sinh \alpha)] P_n(\cos \beta). \tag{8.7.6} \]

We now show that \( N_n \) must be set equal to zero if the solutions (8.7.6) are to be harmonic inside the spheroid. The proof of this assertion is less trivial than in the case of the prolate spheroid, since both solutions \( P_n(i \sinh \alpha) \) and \( Q_n(i \sinh \alpha) \) are bounded in the whole interval \( 0 \leq \alpha < x_0 \). In fact, we must now examine the behavior of \( \text{grad } u \) near the singular curve of the transformation (8.6.8), i.e., the curve \( \alpha = 0, \beta = \pi/2 \) on which the Jacobian \( \partial(x, y, z)/\partial(\alpha, \beta, \varphi) \) vanishes. It is an immediate consequence of (8.6.9) that

\[ (\text{grad } u)^2 = \frac{1}{x^2 (\cosh^2 \alpha - \sin^2 \beta)} \left( \frac{\partial u}{\partial \alpha} \right)^2 + \left( \frac{\partial u}{\partial \beta} \right)^2, \tag{8.7.7} \]

if we assume that \( u \) is independent of the angle \( \varphi \). The denominator in the right-hand side of (8.7.7) vanishes on the curve \( \alpha = 0, \beta = \pi/2 \), and therefore a necessary condition for \( \text{grad } u \) to be finite is that the expression in brackets should also vanish for \( \alpha = 0, \beta = \pi/2 \), i.e., that \( N_n = 0 \), since (8.7.6) and (7.6.9-10) imply

\[ \left[ \left( \frac{\partial u}{\partial \alpha} \right)^2 + \left( \frac{\partial u}{\partial \beta} \right)^2 \right]_{\alpha=0, \beta=\pi/2} = (-1)^{n-1} N_n^2. \]

Moreover, this condition is also sufficient. In fact, if

\[ u = u_n = M_n P_n(i \sinh \alpha) P_n(\cos \beta), \quad n = 0, 1, 2, \ldots, \tag{8.7.8} \]

then

\[ \left( \frac{\partial u}{\partial \alpha} \right)^2 + \left( \frac{\partial u}{\partial \beta} \right)^2 = M_n^2 [P_n^2(i \sinh \alpha) P_n^{\prime 2}(\cos \beta) \sin^2 \beta \right]

\[ - P_n^2(i \sinh \alpha) P_n^2(\cos \beta) \cosh^2 \alpha]. \]

The expression in brackets is a polynomial in \( \cos \beta \) which vanishes if \( \cos \beta = \pm i \sinh \alpha \) and hence is divisible by \( \cosh^2 \alpha - \sin^2 \beta \). It follows that \( \text{grad } u \) is well-behaved on the curve \( \alpha = 0, \beta = \pi/2 \), so that (8.7.8) gives the appropriate solutions of Laplace’s equation in the interior of an oblate spheroid. In the case of the exterior problem, we must set \( M_n = 0 \) as before, which gives the solutions

\[ u = u_n = N_n Q_n(i \sinh \alpha) P_n(\cos \beta), \quad n = 0, 1, 2, \ldots \tag{8.7.9} \]

The Dirichlet problem for a spheroid can now be solved by superposition of the solutions (8.7.3–4) and (8.7.8–9). For example, consider the interior problem for a prolate spheroid, and suppose the boundary function \( f = f(\beta) \) can be expanded in a series of Legendre polynomials

\[ f(\beta) = \sum_{n=0}^{\infty} f_n P_n(\cos \beta), \quad 0 \leq \beta \leq \pi, \tag{8.7.10} \]

\[ f_n = (n + \frac{1}{2}) \int_0^\pi f(\beta) P_n(\cos \beta) \sin \beta \, d\beta, \]
which is uniformly convergent in the closed interval \([0, \pi]\). Then, using Harnack’s theorem on sequences of harmonic functions (mentioned on p. 208) we see that the series

\[
u = \sum_{n=0}^{\infty} f_n \frac{P_n(\cosh \alpha)}{P_n(\cosh \alpha_0)} P_n(\cos \beta),
\]

with terms of the form (8.7.3), converges uniformly for \(0 \leq \alpha \leq \alpha_0\) to a harmonic function with boundary values

\[u|_{\alpha = \alpha_0} = f(\beta),\]

and hence solves the given boundary value problem.

Remark 1. The solutions of the Neumann problem and the mixed problem, involving the boundary conditions (6.3.1b) and (6.3.1c), can be obtained by similar methods.

Remark 2. In the case of the more general problem where \(f = f(\beta, \varphi)\) is a function of both coordinates \(\beta\) and \(\varphi\), it turns out that the appropriate set of particular solutions of Laplace’s equation for prolate and oblate spheroids are

\[
u = u_{mx} = (M_{mx} \cos m\varphi + N_{mx} \sin m\varphi) P_n^m(\cosh \beta) Q_n^m(\cosh \alpha),
\]

\[
u = u_{mx} = (M_{mx} \cos m\varphi + N_{mx} \sin m\varphi) P_n^m(i \sinh \alpha) Q_n^m(i \sinh \alpha),
\]

respectively, where \(m = 0, 1, 2, \ldots\) and \(n = m + 1, m + 2, \ldots\) The upper row in (8.7.12–13) corresponds to the interior problem and the lower row to the exterior problem.

### 8.8. The Gravitational Attraction of a Homogeneous Solid Spheroid

As a simple example of the results of the preceding two sections, we now calculate the gravitational potential of a homogeneous solid prolate spheroid of mass \(m\) and density \(\rho\). Let the potentials inside and outside the spheroid be denoted by \(\psi_i\) and \(\psi_e\), respectively. Then, as is well known,\(^{20}\) the problem reduces to finding the solution of the equations

\[
\nabla^2 \psi_i = -4\pi \rho, \quad \nabla^2 \psi_e = 0,
\]

which satisfy the boundary conditions

\[\psi_i|_o = \psi_e|_o, \quad \frac{\partial \psi_i}{\partial n}|_o = \frac{\partial \psi_e}{\partial n}|_o, \quad \psi_e|_i = 0,
\]

where \(\sigma\) is the surface of the spheroid and \(\partial/\partial n\) denotes the derivative with

respect to the exterior normal to \( \sigma \).\(^{21}\) Solving this problem is equivalent to solving the equations
\[
\nabla^2 \psi^* = 0, \quad \nabla^2 \psi_e = 0,
\]
if we represent \( \psi_i \) in the form of a sum
\[
\psi_i = \psi_0 + \psi^*, \quad (8.8.3)
\]
where \( \psi^* \) is harmonic inside the spheroid and \( \psi_i \) is a particular solution of Poisson’s equation, e.g.,
\[
\psi_0 = -\pi p (x^2 + y^2). \quad (8.8.4)
\]

Using (8.6.1) to introduce spheroidal coordinates \( x, \beta, \varphi \), and applying the superposition method to the particular solutions (8.7.3–4), we write the functions \( \psi^* \) and \( \psi_e \) in the form
\[
\psi^* = \sum_{n=0}^{\infty} M_n P_n (\cosh \alpha) P_n (\cos \beta),
\]
\[
\psi_e = \sum_{n=0}^{\infty} N_n Q_n (\cosh \alpha) P_n (\cos \beta). \quad (8.8.5)
\]
To determine the coefficients \( M_n \) and \( N_n \), we have the boundary conditions
\[
\psi |_{\alpha = \alpha_0} = \psi_e |_{\alpha = \alpha_0}, \quad \frac{\partial \psi}{\partial \alpha} |_{\alpha = \alpha_0} = \frac{\partial \psi_e}{\partial \alpha} |_{\alpha = \alpha_0}, \quad (8.8.6)
\]
where \( \alpha_0 \) is the value of the coordinate \( \alpha \) corresponding to the surface of the spheroid.\(^{22}\) Noting that
\[
\psi_0 = -\pi p \cosh^2 \alpha \sinh^2 \beta = -\frac{2\pi p c^2}{3} \sinh^2 \alpha \left[ P_0 (\cos \beta) - P_2 (\cos \beta) \right], \quad (8.8.7)
\]
and comparing coefficients in both sides of each of the equations (8.8.6), we find that
\[
M_0 = 2\frac{\pi p c^2}{3} \sinh^2 \alpha_0 = N_0 Q_0 (\cosh \alpha_0),
\]
\[
M_2 P_2 (\cosh \alpha_0) + 2\frac{\pi p c^2}{3} \sinh^2 \alpha_0 = N_2 Q_2 (\cosh \alpha_0),
\]
\[
-4\frac{\pi p c^2}{3} \cosh \alpha_0 = N_0 Q_0 (\cosh \alpha_0), \quad \text{(8.8.8)}
\]
\[
M_2 P_2 (\cosh \alpha_0) + 4\frac{\pi p c^2}{3} \cosh \alpha_0 = N_2 Q_2 (\cosh \alpha_0),
\]

\(^{21}\) The first of the equations (8.8.1) is known as Poisson’s equation. As usual, we assume that \( \psi_n, \psi_i \) and their first and second derivatives with respect to \( x, y, z \) are continuous.

\(^{22}\) If \( a \) is the semi-major axis and \( c \) the distance from the origin to the focus of the spheroid, then
\[
cosh \alpha_0 = \frac{a}{c}.
and
\[ M_n P_n (\cosh \alpha_0) = N_n Q_n (\cosh \alpha_0), \quad n = 1, 3, 4, 5, \ldots, \] (8.8.9)
\[ M_n P_n^1 (\cosh \alpha_0) = N_n Q_n^1 (\cosh \alpha_0), \quad n = 1, 3, 4, 5, \ldots. \]

It follows from (8.8.9) that \( M_n = N_n = 0 \) for all \( n \) different from 0 and 2. Therefore, using (8.8.8) to calculate the nonzero coefficients \( M_0, N_0, M_2, N_2 \), we can write the solution in closed form, susceptible to direct verification. After some simple calculations, during which we use (7.7.2) and the formula
\[ m = \frac{3}{4} \pi c^3 \cosh \alpha_0 \sinh^2 \alpha_0, \]
we arrive at the following expression for the potential outside the spheroid:
\[ \psi_e = \frac{m}{c} [Q_0 (\cosh \alpha) - Q_2 (\cosh \alpha) P_2 (\cos \beta)] . \]

Similarly, we can easily find the potential inside the spheroid. Finally, using (7.9.1), we can express the potentials \( \psi_i \) and \( \psi_e \) in terms of elementary functions.

**8.9. The Dirichlet Problem for a Hyperboloid of Revolution**

The ability to separate variables in Laplace’s equation written in spheroidal coordinates also allows us to solve boundary value problems for the domain bounded by a hyperboloid of revolution. If \( \alpha, \beta, \varphi \) are the spheroidal coordinates described by (8.6.1), then the surface \( \beta = \beta_0 \) corresponds to a hyperboloid of revolution (see Figure 29). The Dirichlet problem for the case of axially symmetric (i.e., \( \varphi \)-independent) boundary conditions can be stated as follows: Find the function \( u = u(\alpha, \beta) \) such that 1) \( u \) is harmonic in the domain \( 0 \leq \beta \leq \beta_0 \) and continuous in the closed domain \( 0 \leq \beta \leq \beta_0 \), and 2) \( u \) satisfies the boundary condition \( u|_{\beta=0} = f(\alpha) \) and the condition at infinity \( u|_{\alpha \to \infty} \to 0 \) uniformly in \( \beta \), where \( f(\alpha) \) is continuous in the interval \( 0 \leq \alpha < \infty \) and \( f(\alpha)|_{\alpha \to \infty} \to 0 \).

As we now show, under certain conditions, the solution of this problem is given by a superposition of the following particular solutions of Laplace’s equation:
\[ u = u_{\alpha} = M_{\alpha} P_{\alpha} (\cosh \alpha) P_{\tau} (\cos \beta), \quad \tau \geq 0. \] (8.9.1)

In fact, setting \( \mu = 0, \nu = -\frac{1}{2} + i \tau \) in (8.6.6–7), we obtain
\[ B = CP_{-\frac{1}{2} + i\tau} (\cos \beta) + DP_{-\frac{1}{2} + i\tau} (-\cos \beta), \]
\[ A = MP_{-\frac{1}{2} + i\tau} (\cosh \alpha) + NP_{-\frac{1}{2} + i\tau} (-\cosh \alpha), \]
and then the condition that the solutions be bounded on the axis of the hyperboloid, where either \( \alpha \) or \( \beta \) vanishes, implies \( D = N = 0 \). Moreover, according to (7.6.3), we have \( P_{-\frac{1}{2} + i\tau} (\cosh \alpha)|_{\alpha \to \infty} \to 0 \), and hence \( u_{\alpha}|_{\alpha \to \infty} \to 0 \), as required. The possibility of making a superposition of solutions (8.9.1) which
satisfies the boundary conditions is based on the Mehler-Fock theorem, which states that

$$f(x) = \int_0^\infty \tau \tanh \pi \tau P_{-\frac{1}{2} + i \tau} (x) d\tau \int_1^\infty f(\xi) P_{-\frac{1}{2} + i \tau} (\xi) d\xi, \quad 1 < x < \infty \quad (8.9.2)$$

at every continuity point of $f(x)$, provided that

1. The function $f(x)$, defined in the infinite interval $(1, \infty)$, is piecewise continuous and of bounded variation in every finite subinterval $[x_1, x_2]$, where $1 < x_1 < x_2 < \infty$;
2. The integrals

$$\int_1^\infty |f(x)| (x-1)^{-3/4} dx, \quad \int_a^\infty |f(x)| x^{-1/2} \log x \, dx$$

are finite, for every $a > 1$.

Thus, if the boundary function $f(x)$ satisfies appropriate conditions, we can write

$$f(x) = \int_0^\infty F(\tau) P_{-\frac{1}{2} + i \tau} (\cosh \alpha) d\tau, \quad 0 \leq \alpha < \infty, \quad (8.9.3)$$

where

$$F(\tau) = \tau \tanh \pi \tau \int_0^\infty f(\xi) P_{-\frac{1}{2} + i \tau} (\cosh \alpha) \sinh \alpha \, d\alpha.$$ 

Then the integral

$$u = \int_0^\infty F(\tau) \frac{P_{-\frac{1}{2} + i \tau} (\cos \beta)}{P_{-\frac{1}{2} + i \tau} (\cos \beta_0)} P_{-\frac{1}{2} + i \tau} (\cosh \alpha) d\tau \quad (8.9.4)$$

gives the solution of our problem, at least formally. For further details, including the solution of a problem of electrostatics, we refer the reader elsewhere.  

8.10. Solution of Laplace’s Equation in Toroidal Coordinates

In addition to spherical and spheroidal coordinates, there are other coordinate systems whose use is intimately connected with Legendre functions.

---

23 See N. N. Lebedev’s dissertation (cited on p. 131), and V. A. Fock, On the representation of an arbitrary function by an integral involving Legendre’s functions with a complex index, Doklady Akad. Nauk SSSR, 39, 253 (1943). At discontinuity points, the integral in the right-hand side of (8.9.2) equals

$$\frac{1}{2}[f(x+0) + f(x-0)].$$

24 E.g., if $f(\alpha)$ is continuous in $[0, A]$ for every finite $A$, and if $f(\alpha)$ falls off like $e^{-c(\frac{1}{2} + \epsilon)\alpha}$, $\epsilon > 0$ as $\alpha \to \infty$.

First we consider toroidal coordinates \( \alpha, \beta, \varphi \), related to the rectangular coordinates \( x, y, z \) by the formulas

\[
\begin{align*}
x &= \frac{c \sinh \alpha \cos \varphi}{\cosh \alpha - \cos \beta}, \\
y &= \frac{c \sinh \alpha \sin \varphi}{\cosh \alpha - \cos \beta}, \\
z &= \frac{c \sin \beta}{\cosh \alpha - \cos \beta},
\end{align*}
\]

(8.10.1)

where

\[
0 \leq \alpha < \infty, \quad -\pi < \beta \leq \pi, \quad -\pi < \varphi \leq \pi,
\]

and \( c > 0 \) is a scale factor.\(^\text{26}\) This coordinate system is useful for solving boundary value problems involving the domain bounded by a torus, or the domain bounded by two intersecting spheres.\(^\text{27}\) If a point has cylindrical coordinates \( r, \varphi \) and \( z \), then

\[
\begin{align*}
r &= \frac{c \sinh \alpha}{\cosh \alpha - \cos \beta}, \\
z &= \frac{c \sin \beta}{\cosh \alpha - \cos \beta},
\end{align*}
\]

or more concisely,

\[
z + ir = i c \coth \frac{\alpha + i \beta}{2}.
\]

The corresponding triply orthogonal system of surfaces consists of the toroidal surfaces \( \alpha = \text{const} \), described by the equation

\[
(r - c \coth \alpha)^2 + z^2 = \left( \frac{c}{\sinh \alpha} \right)^2,
\]

(8.10.2)

the spheres \( \beta = \text{const} \), described by the equation

\[
(z - c \cot \beta)^2 + r^2 = \left( \frac{c}{\sin \beta} \right)^2,
\]

(8.10.3)

and the planes \( \varphi = \text{const} \) (see Figure 31). It should be noted that all the spheres (8.10.3) intersect in the circle \( r = c, z = 0 \).

It follows from (8.10.1) that the square of the element of arc length is

\[
\begin{align*}
dx^2 &= \frac{c^2}{(\cosh \alpha - \cos \beta)^2} (dx^2 + dy^2 + \sinh^2 \alpha \, d\varphi^2),
\end{align*}
\]

(8.10.4)

corresponding to the metric coefficients

\[
h_\alpha = h_\beta = \frac{c}{\cosh \alpha - \cos \beta}, \quad h_\varphi = \frac{c \sinh \alpha}{\cosh \alpha - \cos \beta}.
\]

\(^{26}\) It is clear from (8.10.1) that \( x, y \) and \( z \) are periodic in \( \beta \) and \( \varphi \), with period \( 2\pi \). Therefore we can choose \( \beta_1 < \beta \leq \beta_1 + 2\pi, \varphi_1 < \varphi \leq \varphi_1 + 2\pi \) instead of \( -\pi < \beta \leq \pi, -\pi < \varphi \leq \pi \) (which corresponds to the particular choice \( \beta_1 = \varphi_1 = -\pi \)), and it is sometimes convenient to do so (see Sec. 8.12).

\(^{27}\) Later on, in Sec. 8.13, we will consider a closely related coordinate system, i.e., bipolar coordinates.
Therefore Laplace's equation in toroidal coordinates has the form

$$\frac{\partial}{\partial \alpha} \left( \frac{\sinh \alpha}{\cosh \alpha - \cos \beta} \frac{\partial u}{\partial \alpha} \right) + \frac{\partial}{\partial \beta} \left( \frac{\sinh \beta}{\cosh \beta - \cos \alpha} \frac{\partial u}{\partial \beta} \right) + \frac{1}{(\cosh \alpha - \cos \beta) \sinh \alpha \sinh \beta} \frac{\partial^2 u}{\partial \beta^2} = 0.$$  \hspace{1cm} (8.10.5)

Unlike the cases considered previously, we cannot separate variables in this equation. However, if we introduce a new unknown function \( v \) by making the substitution

$$u = \sqrt{2} \cosh \alpha - 2 \cos \beta \, v,$$  \hspace{1cm} (8.10.6)

then (8.10.5) goes into the equation

$$\frac{\partial^2 v}{\partial \alpha^2} + \frac{\partial^2 v}{\partial \beta^2} + \cosh \alpha \frac{\partial v}{\partial \alpha} + \frac{1}{4} v + \frac{1}{\sinh^2 \alpha \sinh \beta} \frac{\partial^2 v}{\partial \beta^2} = 0,$$  \hspace{1cm} (8.10.7)

which belongs to the class of equations permitting separation of variables. In fact, setting

$$v = A(\alpha)B(\beta)\Phi(\varphi),$$  \hspace{1cm} (8.10.8)

we find that

$$\sinh^2 \alpha \frac{1}{A} \frac{d^2 A}{d\alpha^2} + \frac{1}{B} \frac{d^2 B}{d\beta^2} + \cosh \alpha \frac{dA}{d\alpha} + \frac{1}{4} = -\frac{1}{\Phi} \frac{d^2 \Phi}{d\varphi^2} = \mu^2,$$
where \( \mu^2 \) is a constant. This implies

\[
\frac{d^2 \Phi}{d\varphi^2} + \mu^2 \Phi = 0,
\]

where \( \nu^2 \) is another constant, which leads to the equations

\[
\frac{d^2 B}{d\beta^2} + \nu^2 B = 0, \quad (8.10.10)
\]

\[
\frac{1}{\sinh \alpha} \frac{d}{d\alpha} \left( \sinh \alpha \frac{dA}{d\alpha} \right) - \left( \nu^2 - \frac{1}{4} + \frac{\mu^2}{\sinh^2 \alpha} \right)A = 0. \quad (8.10.11)
\]

Thus Laplace’s equation in toroidal coordinates has infinitely many solutions of the form

\[
u = \sqrt{2} \cosh \alpha - 2 \cos \beta A(\alpha)B(\beta)\Phi(\varphi), \quad (8.10.12)
\]

where \( A, B \) and \( \Phi \) are the solutions of the ordinary differential equations (8.10.9–11). By superposition of these solutions, we can solve various boundary value problems of mathematical physics for the domains mentioned at the beginning of this section. As usual, the case of rotational symmetry, where the function \( u \) is independent of the coordinate \( \varphi \), corresponds to setting \( \mu = 0 \) and \( \Phi = 1 \). In this case, solving equations (8.10.10–11), we find that

\[
u = \sqrt{2} \cosh \alpha - 2 \cos \beta \left[ A P_{\nu - 1/2} (\cosh \alpha) + B Q_{\nu - 1/2} (\cosh \alpha) \right] \times [C \cos \nu \beta + D \sin \nu \beta]. \quad (8.10.13)
\]

### 8.11. The Dirichlet Problem for a Torus

To illustrate the application of toroidal coordinates, we now solve both the interior and exterior Dirichlet problems for the domain bounded by the toroidal surface \( \alpha = \alpha_0 \). To keep things simple, we consider the case of rotational symmetry, corresponding to \( \mu = 0, \Phi = 1 \). We also have the continuity conditions

\[
u|_{\beta = -\pi} = \nu|_{\beta = \pi}, \quad \frac{\partial \nu}{\partial \beta}|_{\beta = -\pi} = \frac{\partial \nu}{\partial \beta}|_{\beta = \pi}, \quad (8.11.1)
\]

which are equivalent to the physical requirement that the solutions be periodic in the “cyclic” coordinate \( \beta \). The conditions (8.11.1) are possible only if the parameter \( \nu \) is an integer, which, without loss of generality, we can assume to be nonnegative, i.e., \( \nu = n (n = 0, 1, 2, \ldots) \).

For the interior problem, we need solutions bounded in the domain
\[ \alpha_0 < \alpha \leq \infty. \text{ Therefore, because of the behavior of } P_{n - \frac{1}{2}}(\cosh \alpha), Q_{n - \frac{1}{2}}(\cosh \alpha) \text{ for large } \alpha, \text{ given by formulas (7.10.1, 8), we must set } A = 0. \]

On the other hand, for the exterior problem, which corresponds to the domain \( 0 \leq \alpha < \alpha_0 \), we have to consider the behavior of \( P_{n - \frac{1}{2}}(\cosh \alpha), Q_{n - \frac{1}{2}}(\cosh \alpha) \) as \( \alpha \to 0 \), and then, according to (7.3.13, 23), we must set \( B = 0 \) if the solutions are to remain bounded. Thus the solutions of Laplace's equation suitable for solving the interior Dirichlet problem for a torus are

\[
u = u_n = \sqrt{2} \cosh \alpha - 2 \cos \beta \left[ M_n \cos n\beta + N_n \sin n\beta \right] Q_{n - \frac{1}{2}}(\cosh \alpha), \quad n = 0, 1, 2, \ldots, \quad (8.11.2)
\]

while those suitable for solving the exterior problem are

\[
u = u_n = \sqrt{2} \cosh \alpha - 2 \cos \beta \left[ M_n \cos n\beta + N_n \sin n\beta \right] P_{n - \frac{1}{2}}(\cosh \alpha), \quad n = 0, 1, 2, \ldots \quad (8.11.3)
\]

For this reason, \( P_{n - \frac{1}{2}}(\cosh \alpha) \) and \( Q_{n - \frac{1}{2}}(\cosh \alpha) \) are often called toroidal functions.

**Example.** Find the electrostatic field due to a charged toroidal conductor at potential \( V \).

This problem reduces to solving the exterior Dirichlet problem with the boundary condition

\[
\psi_{z = \alpha_0} = V, \quad (8.11.4)
\]

where \( \psi \) is the electrostatic potential. According to (8.10.2), the relation between the quantities \( c, \alpha_0 \) and the geometric parameters \( \alpha, l \) of the torus (see Figure 32) is given by

\[
c \coth \alpha_0 = l, \quad \frac{c}{\sinh \alpha_0} = a,
\]

and hence

\[
c = \sqrt{l^2 - a^2}, \quad \cosh \alpha_0 = \frac{l}{a}.
\]

As shown above, we should look for a solution in the form of a series (8.11.2), where, because of the symmetry of the problem with respect to the plane \( z = 0 \), we must set \( N_n = 0 \), obtaining

\[
u = \sqrt{2} \cosh \alpha - 2 \cos \beta \sum_{n=0}^{\infty} M_n P_{n - \frac{1}{2}}(\cosh \alpha) \cos n\beta. \quad (8.11.5)
\]
The boundary condition (8.11.4) will be satisfied if we determine the coefficients \( M_n \) from the relation

\[
\frac{V}{\sqrt{2 \cosh \alpha_0 - 2 \cos \beta}} = \sum_{n=0}^{\infty} M_n P_{n - \frac{1}{2}} (\cosh \alpha_0) \cos n\beta, \quad -\pi \leq \beta \leq \pi.
\]

(8.11.6)

Expanding the left-hand side of (8.11.6) in a Fourier series in the interval \([-\pi, \pi]\) and using (7.10.10), we find that

\[
M_n P_{n - \frac{1}{2}} (\cosh \alpha_0) = \frac{2V}{\pi} \int_{0}^{\pi} \frac{\cos n\beta}{\sqrt{2 \cosh \alpha_0 - 2 \cos \beta}} \, d\beta
\]

\[
= \frac{2V}{\pi} Q_{n - \frac{1}{2}} (\cosh \alpha_0), \quad n = 1, 2, \ldots,
\]

\[
M_0 P_{-1/2} (\cosh \alpha_0) = \frac{V}{\pi} Q_{-1/2} (\cosh \alpha_0),
\]

which leads to the following formal solution for \( \psi \):

\[
\psi = \frac{V}{\pi} \sqrt{2 \cosh \alpha - 2 \cos \beta} \left[ \frac{P_{-1/2} (\cosh \alpha_0)}{P_{-1/2} (\cosh \alpha_0)} Q_{-1/2} (\cosh \alpha_0) \right.
\]

\[
+ 2 \sum_{n=1}^{\infty} \frac{P_{n - 1/2} (\cosh \alpha)}{P_{n - 1/2} (\cosh \alpha_0)} Q_{n - 1/2} (\cosh \alpha_0) \cos n\beta \left.ight].
\]

(8.11.7)

By using the asymptotic representations of Sec. 7.11, it can be shown that the series (8.11.6) converges and actually gives the solution of our problem. Finally, we note that the charge density on the toroidal surface is given by the formula [cf. (6.6.10)]

\[
\sigma = -\frac{1}{4\pi \alpha_0} \frac{\partial u}{\partial \alpha_0} |_{\alpha_0} = -\frac{1}{4\pi \alpha} (\cosh \alpha_0 - \cos \beta) \frac{\partial u}{\partial \alpha \mid_{\alpha_0}}.
\]

Remark. It is easy to see that in the case where \( u \) is a function of all three coordinates \( \alpha, \beta, \) and \( \varphi \), the appropriate solutions of Laplace’s equation are

\[
u = u_{nn} = \sqrt{2 \cosh \alpha - 2 \cos \beta} \left[ M_{nn} \cos n\beta + N_{nn} \sin n\beta \right]
\]

\[
\times Q_{n - \frac{1}{2}} (\cosh \alpha) \frac{\cos m\varphi}{\sin m\varphi}, \quad m, n = 0, 1, 2, \ldots
\]

(8.11.8)

for the interior problem, and

\[
u = u_{nn} = \sqrt{2 \cosh \alpha - 2 \cos \beta} \left[ M_{nn} \cos n\beta + N_{nn} \sin n\beta \right]
\]

\[
\times P_{n - \frac{1}{2}} (\cosh \alpha) \frac{\cos m\varphi}{\sin m\varphi}, \quad m, n = 0, 1, 2, \ldots
\]

(8.11.9)

for the exterior problem.
8.12. The Dirichlet Problem for a Domain Bounded by Two Intersecting Spheres

Toroidal coordinates can also be used to solve boundary value problems involving a domain bounded by two spheres \( S_1 \) and \( S_2 \) which intersect in a circle \( \gamma \). Let \( x, y, z \) be a system of rectangular coordinates with origin at the center of \( \gamma \), and let the \( z \)-axis pass through the center of the spheres (see Figure 33). Let \( \alpha, \beta, \varphi \) be a system of toroidal coordinates related to \( x, y, z \) by the formulas (8.10.1), and choose the constant \( c \) equal to the radius of \( \gamma \). Finally, let \( \beta_p \) be the angle between the plane \( z = 0 \) and the tangent plane to the sphere \( S_p \) \((p = 1, 2)\), drawn through any point of the circle \( \gamma \), where \( 0 < \beta_1 < \beta_2 < 2\pi \). Then it follows from (8.10.3) that the equation of the sphere \( S_p \) in toroidal coordinates is \( \beta = \beta_p \). Moreover, of the two domains bounded by the spheres, the interior domain \( D_1 \) corresponds to the interval \( \beta_1 < \beta < \beta_2 \), while the exterior domain \( D_2 \) corresponds to the interval \( \beta_2 < \beta < \beta_1 + 2\pi \). In both \( D_1 \) and \( D_2 \), the variable \( \alpha \) ranges over the interval \( 0 \leq \alpha < \infty \), where points on the \( z \)-axis correspond to \( \alpha = 0 \) and points on the edge \( \gamma \) correspond to \( \alpha = \infty \).\footnote{Note also that \( x = y = 0, z \to \pm \infty \) if \( \alpha = 0, \beta \to 2\pi \pm \).}

We now consider the Dirichlet problem for the domains \( D_1 \) and \( D_2 \), confining ourselves to the rotationally symmetric case. Just as before, we start from the solutions (8.10.13), but unlike Sec. 8.11, there is no longer any need to restrict \( v \) to be a nonnegative integer. In fact, as we shall soon see, the solution of our problem can be constructed by superposition of solutions of the form

\[
u = u = \sqrt{2} \cosh \alpha - 2 \cos \beta [M_\ell \cosh \tau \beta + N_\ell \sinh \tau \beta])
\times P_{-\frac{\lambda}{2} + i\tau} (\cosh \alpha), \quad \tau \geq 0,
\]

obtained from (8.10.13) by choosing \( v = i\tau \) and setting \( B = 0 \).\footnote{This is necessary for the solution to be bounded on the \( z \)-axis.} We begin with the interior problem, and assume that the functions \( f_p = f_p(\alpha) \) appearing in the boundary conditions

\[
u|_{\beta = \beta_p} = f_p, \quad p = 1, 2
\]
are such that the functions

\[ \varphi_p(\alpha) = \frac{f_p(\alpha)}{\sqrt{2 \cosh \alpha - 2 \cos \beta_p}}, \quad p = 1, 2 \]

can be represented as integrals of the form

\[ \varphi_p(\alpha) = \int_0^\infty \Phi_p(\tau) P_{-\frac{1}{2} + i\tau} (\cosh \alpha) \, d\tau, \quad 0 \leq \alpha < \infty, \quad (8.12.3) \]

where the expansion coefficients \( \Phi_p(\tau) \) are independent of \( \alpha \). According to the Mehler-Fock theorem (8.9.2), such a representation is possible, and the functions \( \Phi_p(\tau) \) can be calculated from the formula

\[ \Phi_p(\tau) = \tau \tanh \pi \tau \int_0^\infty \varphi_p(\alpha) P_{-\frac{1}{2} + i\tau} (\cosh \alpha) \sinh \alpha \, d\alpha, \quad (8.12.4) \]

if the functions \( f_p(\alpha) \) are continuous and of bounded variation in \([0, A]\) for every finite \( A \), and if the integrals

\[ \int_0^\infty a|f_p(\alpha)| \, d\alpha, \quad p = 1, 2 \quad (8.12.5) \]

are finite.

The last condition presupposes that the \( f_p(\alpha) \) approach zero sufficiently rapidly as \( \alpha \to \infty \), i.e., as the circular edge \( \gamma \) is approached. On the other hand,

\[ \lim_{\alpha \to \infty} f_p(\alpha) = f_p(\infty) = u_\gamma, \]

where \( u_\gamma \) is the value taken by the solution \( u \) on the edge \( \gamma \), and this value is usually not zero.\(^{30}\) However, in most cases of practical importance, the modified functions

\[ f_p^*(\alpha) = f_p(\alpha) - f_p(\infty), \quad p = 1, 2 \]

fall off sufficiently rapidly as \( \alpha \to \infty \), and hence there exists an expansion

\[ \varphi_p^*(\alpha) = \frac{f_p(\alpha) - f_p(\infty)}{\sqrt{2 \cosh \alpha - 2 \cos \beta_p}} = \int_0^\infty \Phi_p^*(\tau) P_{-\frac{1}{2} + i\tau} (\cosh \alpha) \, d\tau, \quad (8.12.6) \]

where \( \Phi_p^*(\tau) \) is given by

\[ \Phi_p^*(\tau) = \tau \tanh \pi \tau \int_0^\infty \varphi_p^*(\alpha) P_{-\frac{1}{2} + i\tau} (\cosh \alpha) \sinh \alpha \, d\alpha. \quad (8.12.7) \]

\(^{30}\) Here we assume that the boundary function is continuous, but all our considerations can easily be extended to the case of piecewise continuity, where \( \lim_{\alpha \to \infty} f_1 \) may not equal \( \lim_{\alpha \to \infty} f_2 \).
Moreover, it is not hard to show that
\[
\frac{1}{\sqrt{2 \cosh x - 2 \cos \beta_p}} = \int_0^\infty \frac{\cosh (\tau - \beta_p) \tau}{\cosh \pi \tau} P_{-\frac{\pi}{2} + it} (\cosh \alpha) \, d\tau \quad (8.12.8)
\]
for \(0 < \beta_p < 2\pi\). Multiplying (8.12.8) by \(f_\beta(\infty)\) and adding the result to (8.12.6), we obtain an expansion for \(\Phi_p(\alpha)\) of the required form (8.12.3), where
\[
\Phi_p(\tau) = \Phi_p^\beta(\tau) + f_\beta(\infty) \cosh (\pi - \beta_p) \tau. \quad (8.12.9)
\]

Now consider the integral
\[
u = \sqrt{2 \cosh x - 2 \cos \beta} \int_0^\infty \frac{\Phi_2 \sinh (\beta - \beta_1) \tau + \Phi_1 \sinh (\beta_2 - \beta) \tau}{\sinh (\beta_2 - \beta_1) \tau} \times P_{-\frac{\pi}{2} + it} (\cosh \alpha) \, d\tau, \quad (8.12.10)
\]
made up of particular solutions of the form (8.12.1). We see at once that (8.12.10) satisfies the boundary conditions (8.12.2) and hence gives the solution of the interior Dirichlet problem. Similarly, the solution of the exterior Dirichlet problem can be written in the form
\[
u = \sqrt{2 \cosh x - 2 \cos \beta} \int_0^\infty \frac{\Phi_1 \sinh (\beta - \beta_1) \tau + \Phi_2 \sinh (2\pi + \beta_1 - \beta) \tau}{\sinh (2\pi + \beta_1 - \beta_2) \tau} \times P_{-\frac{\pi}{2} + it} (\cosh \alpha) \, d\tau, \quad (8.12.11)
\]
where
\[f_1(\alpha) = u|_{\beta = \beta_1 + \beta_2}, \quad f_2(\alpha) = u|_{\beta = \beta_2},\]
and the rest of the notation is the same as before.

**Example.** Consider the “spherical bowl” or zone obtained by setting \(\beta_1 = \beta_2 = \beta_0\) in Figure 33. Find the electrostatic field due to a thin charged conductor of this shape at potential \(V\).

This is just the exterior Dirichlet problem for determining the electrostatic potential \(\psi\), in the special case where

\[
\beta_1 = \beta_2 = \beta_0, \quad f_1(\alpha) = f_2(\alpha) = V.
\]

---

31 Combining the formulas
\[
\frac{1}{\sqrt{2 \cosh x + 2 \cosh \alpha}} = \frac{2}{\pi} \int_0^\infty \frac{\cos \tau t}{\sqrt{2 \cosh \theta + 2 \cosh \alpha}} \, d\theta
\]
[cf. (6.5.3–4)] and
\[
P_{-\frac{\pi}{2} + it} (\cosh \alpha) = \frac{2}{\pi} \cos \pi t \int_0^\infty \frac{\cos \tau \theta}{\sqrt{2 \cosh \theta + 2 \cosh \alpha}} \, d\theta
\]
[cf. (7.4.6)], we find that
\[
\frac{1}{\sqrt{2 \cosh x + 2 \cosh \alpha}} = \int_0^\infty \frac{\cos \tau t}{\cosh \pi t} P_{-\frac{\pi}{2} + it} (\cosh \alpha) \, d\tau,
\]
which gives (8.12.8) after setting \(x = i(\pi - \beta_p)\).
The functions $\Phi_1$ and $\Phi_2$ can be read off at once from (8.12.8):

$$\Phi_1 = \Phi_2 = V \frac{\cosh (\pi - \beta_0) \tau}{\cosh \pi \tau}$$

Then formula (8.12.11) becomes

$$\psi = V\sqrt{2} \cosh \alpha - 2 \cos \beta \int_0^\infty \frac{\cosh (\pi - \beta_0) \tau}{\cosh^2 \pi \tau} \cosh (\pi + \beta_0 - \beta) \tau \times P_{-\frac{1}{2} + \tau} (\cosh \alpha) \ d\tau, \ \beta_0 < \beta < \beta_0 + 2\pi.$$  

(8.12.12)

Substituting

$$P_{-\frac{1}{2} + \tau} (\cosh \alpha) = \frac{2}{\pi} \coth \pi \tau \int_0^\infty \frac{\sin \theta \tau}{\sqrt{2} \cosh \theta - 2 \cosh \alpha} \ d\theta$$

[cf. (7.4.7)] into (8.12.12), and integrating first with respect to $\tau$ and then with respect to $\theta$, we find after some manipulation that the solution can be expressed in closed form in terms of elementary functions:\n
$$\psi = \frac{V}{2} \left[ I + \sqrt{\frac{\cosh \alpha - \cos \beta}{\cosh \alpha - \cos (2\beta_0 - \beta)}} \right] + \frac{V}{\pi} \left[ \arctan \left( \frac{\sqrt{2} \cos \frac{\beta}{2}}{\cosh \alpha \cos \beta} \right) - \sqrt{\frac{\cosh \alpha - \cos \beta}{\cosh \alpha - \cos (2\beta_0 - \beta)}} \arctan \left( \frac{\sqrt{2} \cosh \frac{\beta_0}{2} - \beta}{\cosh \alpha - \cos (2\beta_0 - \beta)} \right) \right].$$

(8.12.13)

The fact that (8.12.13) satisfies the boundary conditions is immediately apparent.

### 8.13. Solution of Laplace’s Equation in Bipolar Coordinates

There is still another coordinate system which leads to solutions of Laplace’s equation involving Legendre functions, i.e., three-dimensional bipolar coordinates $\alpha, \beta, \varphi$, related to the rectangular coordinates $x, y, z$ by the formulas

$$x = \frac{c \sin \alpha \cos \varphi}{\cosh \beta - \cos \alpha}, \quad y = \frac{c \sin \alpha \sin \varphi}{\cosh \beta - \cos \alpha}, \quad z = \frac{c \sinh \beta}{\cosh \beta - \cos \alpha},$$

(8.13.1)

---

32 In integrating with respect to $\tau$, use the formula

$$\int_0^\infty \frac{\cosh \rho \tau}{\sinh q \tau} \sin \pi \tau \ d\tau = \frac{\pi}{2q} \sin \frac{\pi \rho}{q} \cosh \frac{\pi p}{q} + \cos \frac{\pi p}{q}, \quad 0 \leq p < q.$$
where \( 0 \leq \alpha \leq \pi, \quad -\infty < \beta < \infty, \quad -\pi < \varphi \leq \pi, \)

and \( c > 0 \) is a scale factor. This system is closely related to the toroidal coordinates studied in Secs. 8.10–12, and is suitable for solving boundary value problems for the domain bounded by two nonintersecting spheres. If a point has cylindrical coordinates \( r, \varphi \) and \( z \), then

\[
 r = \frac{c \sin \alpha}{\cosh \beta - \cos \alpha}, \quad z = \frac{c \sinh \beta}{\cosh \beta - \cos \alpha},
\]

or more concisely

\[
 z + ir = ic \cot \frac{\alpha + i\beta}{2}.
\]

![Figure 34](image)

The corresponding triply orthogonal family of surfaces consists of the "spindle-shaped" surfaces \( \alpha = \text{const} \), described by the equation

\[
 (r - c \cot \alpha)^2 + z^2 = \left( \frac{c}{\sin \alpha} \right)^2,
\]

the spheres \( \beta = \text{const} \), described by the equation

\[
 (z - c \coth \beta)^2 + r^2 = \left( \frac{c}{\sinh \beta} \right)^2,
\]

and the planes \( \varphi = \text{const} \) (see Figure 34). The points \( r = 0, \ z = \pm c \) correspond to the values \( \beta = \infty \), while \( r = 0, \ z \to \pm \infty \) if \( \alpha = 0, \ \beta \to 0 \pm \).

It follows from (8.13.1) that the square of the element of arc length is

\[
 ds^2 = \frac{c^2}{(\cosh \beta - \cos \alpha)^2} (d\alpha^2 + d\beta^2 + \sin^2 \alpha \, d\varphi^2),
\]

(8.13.4)
corresponding to the metric coefficients

\[ h_a = h_\beta = \frac{c}{\cosh \beta - \cos \alpha}, \quad h_\phi = \frac{c \sin \alpha}{\cosh \beta - \cos \alpha}. \]

Therefore Laplace’s equation in bipolar coordinates has the form

\[
\frac{\partial}{\partial \alpha} \left( \frac{\sin \alpha}{\cosh \beta - \cos \alpha} \frac{\partial u}{\partial \alpha} \right) + \frac{\partial}{\partial \beta} \left( \frac{\sin \alpha}{\cosh \beta - \cos \alpha} \frac{\partial u}{\partial \beta} \right) + \frac{1}{(\cosh \beta - \cos \alpha) \sin \alpha} \frac{\partial^2 u}{\partial \phi^2} = 0. \tag{8.13.5}
\]

Just as in the case of toroidal coordinates, we can separate variables, provided we first introduce a new unknown a new function \( v \) by making the substitution

\[ u = \sqrt{2} \cosh \beta - 2 \cos \alpha \; v, \tag{8.13.6} \]

which transforms (8.13.5) into the equation

\[
\frac{\partial^2 v}{\partial \alpha^2} + \frac{\partial^2 v}{\partial \beta^2} + \cot \alpha \frac{\partial v}{\partial \alpha} - \frac{1}{4} v + \frac{1}{\sin^2 \alpha} \frac{\partial^2 v}{\partial \phi^2} = 0. \tag{8.13.7}
\]

To solve (8.13.7), we set

\[ v = A(\alpha)B(\beta)\Phi(\phi). \tag{8.13.8} \]

This gives the following equations for determining the factors \( A, B \) and \( \Phi \):

\[
\frac{d^2 \Phi}{d \phi^2} + \frac{\nu^2 \Phi}{\sin^2 \alpha} = 0, \tag{8.13.9}
\]

\[
\frac{d^2 B}{d \beta^2} - (\nu + \frac{1}{2})^2 = 0, \tag{8.13.10}
\]

\[
\frac{1}{\sin \alpha} \frac{d}{d \alpha} \left( \sin \alpha \frac{dA}{d \alpha} \right) + \left[ \nu(\nu + 1) - \frac{\mu^2}{\sin^2 \alpha} \right] A = 0. \tag{8.13.11}
\]

The first two equations can be solved in terms of elementary functions, and the third in terms of Legendre functions. In particular, for the rotationally symmetric case, where the solution \( u \) is independent of \( \phi \), we find that

\[ u = \sqrt{2} \cosh \beta - 2 \cos \alpha \left[ A \sin \beta (\cos \alpha) + B \cos \beta (\cos \alpha) \right] \times \left[ C \cosh (\nu + \frac{1}{2}) \beta + D \sinh (\nu + \frac{1}{2}) \beta \right]. \tag{8.13.12} \]

In problems involving the domain bounded by two nonintersecting spheres \( \beta = \beta_1 \) and \( \beta = \beta_2 \), the variable \( \alpha \) ranges over the closed interval \([0, \pi]\), and hence to obtain solutions which are finite on the \( x \)-axis we must set \( B = 0 \) and \( \nu = n (n = 0, 1, 2, \ldots) \), as in Sec. 8.3. Thus, for this class of problems, the appropriate particular solutions of Laplace’s equation are

\[ u = u_n = \sqrt{2} \cosh \beta - 2 \cos \alpha \left[ M_n \cosh (n + \frac{1}{2}) \beta + N_n \sinh (n + \frac{1}{2}) \beta \right] \times P_n (\cos \alpha), \quad n = 0, 1, 2, \ldots \tag{8.13.13} \]
On the other hand, in problems involving the domain bounded by the surface $\alpha = \alpha_0$, the appropriate particular solutions are obtained by choosing $v = -\frac{1}{2} + i\tau (\tau \geq 0)$, and are of the form

$$u = u_e = \sqrt{2} \cosh \beta - 2 \cos \alpha [M_e \cos \tau \beta + N_e \sin \tau \beta] \times P_{\frac{1}{2} + \tau \cos \alpha}, \quad \tau \geq 0, \quad (8.13.14)$$

where the plus sign corresponds to the exterior problem ($0 \leq \alpha < \alpha_0$) and the minus sign to the interior problem ($\alpha_0 < \alpha \leq \pi$).

**Example.** Find the electrostatic field between two spherical conductors of radius $a$, whose centers are a distance $2l$ apart, if one conductor is at potential $-V$ and the other is at potential $+V$.

The spheres have equations $\beta = \pm \beta_0$ in bipolar coordinates, if we choose the quantities $c, \beta_0$ such that

$$c \coth \beta_0 = l, \quad \frac{c}{\sinh \beta_0} = a,$$

i.e.,

$$c = \sqrt{l^2 - a^2}, \quad \cosh \beta_0 = \frac{l}{a}.$$

![Diagram](image)

(see Figure 35). Then the problem reduces to finding a function $\psi$ (where $\psi$ is the electrostatic potential) which is harmonic in the domain $-\beta_0 < \beta < \beta_0$ and satisfies the boundary conditions

$$\psi|_{\beta = -\beta_0} = -V, \quad \psi|_{\beta = \beta_0} = V.$$

Using (8.13.13) and noting that $u$ is an odd function of $\beta$, we look for a solution of the form

$$\psi = \sqrt{2} \cosh \beta - 2 \cos \alpha \sum_{n=0}^{\infty} M_n P_n (\cos \alpha) \sinh (n + \frac{1}{2}) \beta. \quad (8.13.15)$$
The constants $M_n$ can be determined from the condition
\[
\frac{V}{\sqrt{2 \cosh \beta_0 - 2 \cos \alpha}} = \sum_{n=0}^{\infty} M_n P_n(\cos \alpha) \sinh (n + \frac{1}{2}) \beta_0, \quad 0 \leq \alpha \leq \pi.
\]
Using (4.2.3) to expand the left-hand side in a series of Legendre polynomials, we obtain
\[
\frac{V}{\sqrt{2 \cosh \beta_0 - 2 \cos \alpha}} = \frac{V e^{-\beta_0/2}}{\sqrt{1 - 2e^{-\beta_0} \cos \alpha + e^{-2\beta_0}}} = V \sum_{n=0}^{\infty} e^{-\left(n + \frac{1}{2}\right) \beta_0} P_n(\cos \alpha),
\]
which implies
\[
M_n = \sinh (n + \frac{1}{2}) \beta_0 = Ve^{-\left(n + \frac{1}{2}\right) \beta_0}.
\]
Thus the formal solution of the problem is given by the series
\[
\psi = V \sqrt{2 \cosh \beta - 2 \cos \alpha} \sum_{n=0}^{\infty} e^{-\left(n + \frac{1}{2}\right) \beta_0} \frac{\sinh (n + \frac{1}{2}) \beta_0}{\sinh (n + \frac{1}{2}) \beta_0} P_n(\cos \alpha). \quad (8.13.16)
\]
The fact that (8.13.16) converges and satisfies the boundary conditions is easily verified.

8.14. Solution of Helmholtz’s Equation in Spherical Coordinates

In mathematical physics, Legendre functions arise not only when dealing with Laplace’s equation, but also with other equations, among which Helmholtz’s equation
\[
\nabla^2 u + k^2 u = 0 \quad (8.14.1)
\]
is of particular importance. To solve (8.14.1) in spherical coordinates, we look for particular solutions of the form
\[
u = R(r) \Theta(\theta) \Phi(\varphi),
\]
just as in Sec. 8.2. The variables separate immediately, and we obtain the following differential equations for determining the factors $R$, $\Theta$ and $\Phi$:
\[
\frac{d^2 \Phi}{d\varphi^2} + \mu^2 \Phi = 0, \quad (8.14.2)
\]
\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d}{d\theta} \right) \Theta + \left[ \nu(\nu + 1) - \frac{\mu^2}{\sin^2 \theta} \right] \Theta = 0, \quad (8.14.3)
\]
\[
\frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + [k^2 r^2 - \nu(\nu + 1)] R = 0. \quad (8.14.4)
\]
Here $\mu$ and $\nu$ are arbitrary real or complex parameters, but without loss of
generality we can assume that $\text{Re} \, \mu \geq 0$, $\text{Re} \, \nu \geq -\frac{1}{2}$ (cf. footnote 2, p. 206).

Equations (8.14.2–3) coincide with
equations (8.2.5–6), and can be solved in
terms of elementary functions in the
first case, and in terms of Legendre
functions in the second case. Under the
substitution

$$R = r^{-1/2} v,$$

equation (8.14.4) goes into

$$v'' + \frac{1}{r} v' + \left[ k^2 - \left( \frac{\nu + \frac{1}{2}}{r^2} \right)^2 \right] v = 0.$$  

(8.14.5)

This is Bessel’s equation of argument
$z = kr$, whose general solution can be
expressed in terms of cylinder functions. In particular, in the rotationally
symmetric case, where $u$ is independent of the coordinate $\varphi$, we have

$$u = r^{-1/2} [A J_{\nu + 1/2}(kr) + B H_{\nu + 1/2}^{(2)}(kr)][CP_{\nu}(\cos \theta) + D Q_{\nu}(\cos \theta)],$$  

(8.14.6)

where $J_\nu(z)$ is the Bessel function of the first kind and $H_{\nu + 1/2}^{(2)}$ is the second
Hankel function.\textsuperscript{33} In problems where $\theta$ varies over the interval $[0, \pi]$, the
boundedness requirement compels us to set $D = 0$ and $\nu = n (n = 0, 1, 2, \ldots)$.
By superposition of the particular solutions (8.14.6), we can solve many
problems of mathematical physics, including the important problem of dif-
fraction of electromagnetic waves by the earth’s surface.\textsuperscript{34}

**PROBLEMS**

1. Let the surface of a sphere of radius $a$ be divided into two regions $S_1$ and
$S_2$ as shown in Figure 36. Find the stationary distribution of temperature $u$
in the sphere if $S_1$ is held at temperature $u_0$, while $S_2$ is held at temperature
zero.

**Ans.**

$$u(r, \theta) = \frac{u_0}{2} \left[ 1 - \cos \theta - \sum_{n=1}^{\infty} \left[ P_{n-1}(\cos \theta) - P_{n+1}(\cos \theta) \right] \left( \frac{\lambda}{a} \right)^n P_n(\cos \theta) \right].$$

\textsuperscript{33} This form of the solution is convenient for problems involving steady-state oscillations,
when the time dependence is described by the factor $e^{int}$. If the time dependence is
described by $e^{-int}$, we replace $H_{\nu + 1/2}^{(2)}(kr)$ by $H_{\nu + 1/2}^{(1)}(kr)$.

\textsuperscript{34} G. A. Grinberg, op. cit., Chap. 23.
2. Find the potential \( \psi \) of the electromagnetic field inside a sphere of radius \( a \) if one hemisphere (corresponding to \( 0 < \theta < \pi/2 \)) is held at potential \( V \), while the other hemisphere (corresponding to \( \pi/2 < \theta < \pi \)) is held at potential zero (cf. footnote 17, p. 160).

Ans.
\[
\psi(r, \theta) = \frac{V}{a} \left[ 1 + \sum_{n=0}^{\infty} \frac{4n + 3}{2n + 2} P_{2n}(0) \left( \frac{r}{a} \right)^{2n+1} P_{2n+1}(\cos \theta) \right].
\]

3. Find the stationary distribution of temperature \( u \) in a prolate spheroid if half of its surface (corresponding to \( z > 0 \)) is held at temperature \( u_0 \), while the other half (corresponding to \( z < 0 \)) is held at temperature zero.

4. Calculate the gravitational potentials \( \psi_e, \psi_c \) (see Sec. 8.8) of a homogeneous solid oblate spheroid. Introducing spherical coordinates \( r, \theta \) and \( \varphi \), derive an asymptotic representation of \( \psi_e \) for small \( c \), where \( c \) is the distance from the origin to the focus and verify that \( \psi_e \to m/r \) as \( c \to 0 \), the result to be expected. Derive the corresponding asymptotic formula for the prolate spheroid.

**Hint.** Note that
\[
\cosh \alpha = \frac{r}{2c} \left[ \sqrt{1 + \frac{2c}{r} \cos \theta + \frac{c^2}{r^2}} + \sqrt{1 - \frac{2c}{r} \cos \theta + \frac{c^2}{r^2}} \right],
\]
\[
\cos \beta = \frac{r}{2c} \left[ \sqrt{1 + \frac{2c}{r} \cos \theta + \frac{c^2}{r^2}} - \sqrt{1 - \frac{2c}{r} \cos \theta + \frac{c^2}{r^2}} \right].
\]

Ans. For the prolate spheroid,
\[
\psi_e|_{e \to 0} \approx m \left[ \frac{1}{r} + \frac{c^2}{5r^2} P_2(\cos \theta) \right].
\]

5. Find the electrostatic potential \( \psi \) inside a hollow prolate spheroid with semiaxes \( a \) and \( b \), which has a point charge \( q \) at its center and whose surface is held at potential zero.

**Hint.** Write \( \psi \) as the sum of the potential \( \psi_0 \) due to the source and the potential \( u \) due to the induced charges. Use the formula
\[
\int_{-1}^{1} \frac{P_{2n}(x)}{\sinh^2 \alpha + x^2} \, dx = 2P_{2n}(0)Q_{2n}(\cosh \alpha).
\]

Ans.
\[
\psi(\alpha, \beta) = \frac{q}{\sqrt{a^2 - b^2}} \left[ \frac{1}{\sqrt{\sinh^2 \alpha + \cos^2 \beta}} \right. \\
\left. - \sum_{n=0}^{\infty} \frac{(4n + 1)P_{2n}(0)Q_{2n}(\cosh x_0)}{P_{2n}(\cosh x_0)P_{2n}(\cosh \alpha)P_{2n}(\cosh \beta)} \right],
\]
where \( \tanh x_0 = b/a \).

6. Calculate the surface charge density $\sigma$ on a conducting disk of radius $a$ due to a point charge $q$ a distance $l$ from the disk along its axis of symmetry (see Figure 37).

**Hint.** Note that the disk is a limiting case of an oblate spheroid. Use the formula:

$$\int_{-1}^{1} \frac{P_{2n}(x)}{\sqrt{\cosh^2 \alpha - x^2}} \, dx = 2iP_{2n}(0)Q_{2n}(i \sinh \alpha).$$

**Ans.**

$$\sigma = -\frac{q}{4\pi a^3} \left[ \left( \frac{a}{l} \right)^2 \left( 1 + \frac{a^2 \sin^2 \beta}{l^2} \right)^{-1/2} + \frac{2i}{\sqrt{\pi} \cos \beta} \sum_{n=0}^{\infty} (-1)^n \frac{(4n + 1)!n!}{\Gamma(n + \frac{1}{2})} Q_{2n}(i \alpha)P_{n} \left( \cos \beta \right) \right]$$

where $\beta = \arcsin (r/a)$ and $r$ is the distance from the center of the disk to an arbitrary point on its surface.

7. Suppose a constant electric field $E_0$ acts along the axis of symmetry of a grounded conducting torus. What is the electrostatic potential $\psi$ along this axis?

**Hint.** Use formula (7.10.10), after integrating by parts.

**Ans.**

$$\psi_{r=0} = -E_0 \alpha + \frac{8}{\pi} E_0 \sqrt{\frac{a}{l^2} - a^2} \sin \frac{\beta}{2} \sum_{n=1}^{\infty} \frac{nQ_{n-\frac{1}{2}}(\cosh \alpha)}{P_{n-\frac{1}{2}}(\cosh \alpha_0)} \sin \eta,$$

where $\cosh \alpha_0 = l/a$, and the notation is the same as in Sec. 8.11.

8. Solve the preceding problem, assuming instead that the external field is due to a point charge $q$ at the center of the torus.

9. Find the electrostatic potential $\psi$ outside a conductor at potential $V$, which has the form of the "spindle-shaped" surface mentioned on p. 231 in connection with bipolar coordinates.

**Hint.** Cf. (8.13.14) and (7.4.6).

**Ans.**

$$\psi(\alpha, \beta) = V \sqrt{\frac{2}{\cosh \beta - 2 \cos \alpha}}$$

$$\times \int_{0}^{\infty} \frac{\cos \beta \tau}{\cosh \pi \tau} \frac{P_{-\frac{1}{2}+i\tau}(-\cos \alpha)}{P_{-\frac{1}{2}+i\tau}(\cos \alpha_0)} \frac{P_{-\frac{1}{2}+i\tau}(\cos \alpha)}{P_{-\frac{1}{2}+i\tau}(\cos \alpha_0)} \, d\tau.$$
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HYPERGEOMETRIC FUNCTIONS

9.1. The Hypergeometric Series and Its Analytic Continuation

By the hypergeometric series (already introduced in Sec. 7.2) is meant the power series

\[ \sum_{k=0}^{\infty} \frac{(\alpha)_k (\beta)_k}{(\gamma)_k k!} z^k, \]  

(9.1.1)

where \( z \) is a complex variable, \( \alpha, \beta \) and \( \gamma \) are parameters which can take arbitrary real or complex values (provided that \( \gamma \neq 0, -1, -2, \ldots \)), and the symbol \( (\lambda)_k \) denotes the quantity

\( (\lambda)_k = \frac{\Gamma(\lambda + k)}{\Gamma(\lambda)} = \lambda(\lambda + 1) \cdots (\lambda + k - 1), \quad k = 1, 2, \ldots \)

If either \( \alpha \) or \( \beta \) is zero or a negative integer, the series terminates after a finite number of terms, and its sum is then a polynomial in \( z \). Except for this case, the radius of convergence of the hypergeometric series is 1, as is easily seen by using the ratio test.\(^1\)

The sum of the series (9.1.1), i.e., the function

\[ F(\alpha, \beta; \gamma; z) = \sum_{k=0}^{\infty} \frac{(\alpha)_k (\beta)_k}{(\gamma)_k k!} z^k, \quad |z| < 1, \]  

(9.1.2)

\(^1\) Writing

\[ u_k = \frac{(\alpha)_k (\beta)_k}{(\gamma)_k k!} z^k, \]

we have

\[ \left| \frac{u_{k+1}}{u_k} \right| = \frac{|(\alpha + k)(\beta + k)|}{|(\gamma + k)(1 + k)|} z \to |z| \]

as \( k \to \infty \), so that the hypergeometric series converges for \( |z| < 1 \) and diverges for \( |z| > 1 \).
is called the \textit{hypergeometric function}, but this definition is only suitable when $z$ lies inside the unit circle. We now show that there exists a complex function which is analytic in the $z$-plane cut along the segment $[1, \infty]$ and coincides with $F(\alpha, \beta; \gamma; z)$ for $|z| < 1$. This function is the analytic continuation of $F(\alpha, \beta; \gamma; z)$ into the cut plane, and will be denoted by the same symbol. To carry out this analytic continuation, we first assume that $\Re \gamma > \Re \beta > 0$ and use the integral representation

$$
\frac{(\gamma)_k}{(\gamma')_k} = \frac{\Gamma(\gamma)}{\Gamma(\beta)\Gamma(\gamma - \beta)} \int_0^1 t^{\beta-1+k}(1-t)^{\gamma-\beta-1} \, dt, \quad k = 0, 1, 2, \ldots, \quad (9.1.3)
$$

implied by the formulas of Sec. 1.5. Substitution of (9.1.3) into (9.1.2) gives

$$
F(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\beta)\Gamma(\gamma - \beta)} \sum_{k=0}^{\infty} \frac{(\alpha)_k}{k!} z^k \int_0^1 t^{\beta-1+k}(1-t)^{\gamma-\beta-1} \, dt
$$

$$
= \frac{\Gamma(\gamma)}{\Gamma(\beta)\Gamma(\gamma - \beta)} \int_0^1 t^{\beta-1}(1-t)^{\gamma-\beta-1} \, dt \sum_{k=0}^{\infty} \frac{(\alpha)_k}{k!} (zt)^k,
$$

where, as usual, reversing the order of summation and integration is justified by an absolute convergence argument.\footnote{In fact, if $\Re \gamma > \Re \beta > 0$ and $|z| < 1$, then}

and hence $F(\alpha, \beta; \gamma; z)$ has the representation

$$
F(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\beta)\Gamma(\gamma - \beta)} \int_0^1 t^{\beta-1}(1-t)^{\gamma-\beta-1}(1-tz)^{-\alpha} \, dt, \quad \Re \gamma > \Re \beta > 0, \quad |z| < 1. \quad (9.1.4)
$$

The next step is to show that the integral in (9.1.4) has meaning and represents an analytic function of $z$ in the plane cut along $[1, \infty]$. If $z$ belongs to the closed domain

$$
\rho \leq |z - 1| \leq R, \quad |\arg (1 - z)| \leq \pi - \delta, \quad (9.1.5)
$$

where $R > 0$ is arbitrarily large and $\rho > 0, \delta > 0$ are arbitrarily small, and if $0 < t < 1$, then the integrand

$$
t^{\beta-1}(1-t)^{\gamma-\beta-1}(1-tz)^{-\alpha}
$$

is continuous in $t$ for every $z$ and analytic in $z$ for every $t$, and we need only

\begin{align*}
\sum_{k=0}^{\infty} \frac{(\alpha)_k}{k!} |z|^k \int_0^1 t^{\beta-1+k}(1-t)^{\gamma-\beta-1} \, dt & \leq \sum_{k=0}^{\infty} \frac{(\alpha)_k}{k!} |z|^k \int_0^1 t^{\beta-1+k}(1-t)^{\gamma-\beta-1} \, dt \\
& = \frac{\Gamma(\Re \beta)\Gamma(\Re (\gamma - \beta))}{\Gamma(\Re \gamma)} F(|\alpha|, \Re \beta; \Re \gamma; |z|).
\end{align*}
show that the integral is uniformly convergent in the indicated region. But this follows at once from the estimate

$$|t^{\alpha-1}(1 - t)^{\gamma - \beta - 1}(1 - tz) - z| \leq M |t^{\Re \alpha - 1}(1 - t)^{\Re \gamma - \Re \beta - 1} dt$$

where $M$ is the maximum value of the continuous function $||(1 - tz)|^{-\gamma}$ for $t$ in $[0, 1]$ and $z$ in the domain $(9.1.5)$, and from the fact that the integral converges for $\Re \gamma > \Re \beta > 0$. Therefore the condition $|z| < 1$ can be dropped in $(9.1.4)$, and the desired analytic continuation of the hypergeometric function is given by the formula

$$F(x, \beta; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\beta) \Gamma(\gamma - \beta)} \int_0^1 t^{\beta-1}(1 - t)^{\gamma - \beta - 1}(1 - tz)^{-\gamma} dt,$$

$$\Re \gamma > \Re \beta > 0, \quad |\arg(1 - z)| < \pi. \quad (9.1.6)$$

In the general case where the parameters have arbitrary values, the analytic continuation of $F(x, \beta; \gamma; z)$ into the plane cut along $[1, \infty]$ can be written as a contour integral obtained by using residue theory to sum the series $(9.1.2)$. A more elementary method of carrying out the analytic continuation, which, however, does not lead to a general analytic expression for the hypergeometric function in explicit form, involves the use of the recurrence relation $^6$

$$\gamma(\gamma + 1)F(x, \beta; \gamma; z) = \gamma(\gamma - \alpha + 1)F(x, \beta + 1; \gamma + 2; z) + \alpha[\gamma - (\gamma - \beta)z]F(x + 1, \beta + 1; \gamma + 2; z). \quad (9.1.7)$$

By repeated application of this identity, we can represent the function $F(x, \beta; \gamma; z)$ with arbitrary parameters $(\gamma \neq 0, -1, -2, \ldots)$ as a sum

$$F(x, \beta; \gamma; z) = \sum_{p=0}^{\infty} a_{2p}(x, \beta; \gamma; z) F(x + s, \beta + p; \gamma + 2p; z), \quad (9.1.8)$$

where $p$ is a positive integer and the $a_{2p}(x, \beta; \gamma; z)$ are polynomials in $z$. If we

---


$^5$ To verify $(9.1.7)$, we substitute from $(9.1.2)$, noting that the coefficient of $z^k$ in the right-hand side of $(9.1.7)$ becomes

$$\gamma(\gamma - \alpha + 1) \frac{(\alpha)_{k}(\beta + 1)_{k}}{(\gamma + 2)_{k}k!} + \alpha \gamma \frac{(\alpha + 1)_{k}(\beta + 1)_{k}}{(\gamma + 2)_{k}k!} - \alpha(\gamma - \beta) \frac{(x + 1)_{k}(\beta + 1)_{k-1}}{(\gamma + 2)_{k-1}(k - 1)!} \frac{(x)_{k}(\beta)_{k-1}}{(\gamma)_{k}k!}$$

$$= \frac{(\alpha)_{k}(\beta)_{k}}{(\gamma + 2)_{k}k!} \left[ \gamma(\gamma - \alpha + 1) \frac{\beta + k}{\beta} + \alpha \gamma \frac{x + k}{\alpha} \frac{\beta + k}{\beta} - \alpha(\gamma - \beta) \frac{(\gamma + k + 1)k}{\alpha} \right]$$

$$= \frac{(\alpha)_{k}(\beta)_{k}}{(\gamma + 2)_{k}k!} (\gamma + k)(\gamma + k + 1) \equiv \gamma(\gamma + 1) \frac{(\alpha)_{k}(\beta)_{k}}{(\gamma)_{k}k!}.$$
choose \( p \) so large that \( \text{Re} \beta > -p, \text{Re} (\gamma - \beta) > -p \), then we can use formula (9.1.6) to make the analytic continuation of each of the functions \( F(\alpha + s, \beta + p; \gamma + 2p; z) \) appearing in the right-hand side of (9.1.8). Substituting the corresponding expressions into (9.1.8), we obtain the desired analytic continuation of \( F(\alpha, \beta; \gamma; z) \), since the resulting function is analytic in the plane cut along \([1, \infty]\) and coincides with (9.1.2) for \(|z| < 1\).

The hypergeometric function \( F(\alpha, \beta; \gamma; z) \) plays an important role in mathematical analysis and its applications. Introduction of this function allows us to solve many interesting problems, such as conformal mapping of triangular domains bounded by line segments or circular arcs, various problems of quantum mechanics, etc. Moreover, as will be seen in Sec. 9.8, a number of special functions can be expressed in terms of the hypergeometric function, so that the theory of these functions can be regarded as a special case of the general theory developed in this chapter (cf. footnote 20, p. 176).

### 9.2. Elementary Properties of the Hypergeometric Function

In this section we consider some properties of the hypergeometric function which are immediate consequences of its definition by the series (9.1.2). First of all, observing that the terms of the series do not change if the parameters \( \alpha \) and \( \beta \) are permuted, we obtain the symmetry property

\[
F(\alpha, \beta; \gamma; z) = F(\beta, \alpha; \gamma; z). \tag{9.2.1}
\]

Next, differentiating (9.2.1) with respect to \( z \), we find that

\[
\frac{d}{dz} F(\alpha, \beta; \gamma; z) = \sum_{k=0}^{\infty} \frac{(\alpha)_k (\beta)_k}{(\gamma)_k (k - 1)!} z^{k-1} = \sum_{k=0}^{\infty} \frac{(\alpha)_{k+1} (\beta)_{k+1}}{(\gamma)_{k+1} (k+1)!} z^k
\]

\[
= \frac{\alpha \beta}{\gamma} \sum_{k=0}^{\infty} \frac{(\alpha + 1)_k (\beta + 1)_k}{(\gamma + 1)_k k!} z^k = \frac{\alpha \beta}{\gamma} F(\alpha + 1, \beta + 1; \gamma + 1; z),
\]

and hence

\[
\frac{d}{dz} F(\alpha, \beta; \gamma; z) = \frac{\alpha \beta}{\gamma} F(\alpha + 1, \beta + 1; \gamma + 1; z). \tag{9.2.2}
\]

Repeated application of (9.2.2) leads to the formula

\[
\frac{d^m}{dz^m} F(\alpha, \beta; \gamma; z) = \frac{(\alpha)_m (\beta)_m}{(\gamma)_m} F(\alpha + m, \beta + m; \gamma + m; z), \quad m = 1, 2, \ldots \tag{9.2.3}
\]

---

6 It follows from the principle of analytic continuation that all the formulas proved here, under the assumption that \(|z| < 1\), remain valid in the whole domain of definition of \( F(\alpha, \beta; \gamma; z) \).

7 Cf. formula (7.12.25), p. 197.
From now on, to simplify the notation, we write
\[ F(a, b; \gamma; z) \equiv F, \quad F(a \pm 1, b; \gamma; z) \equiv F(a \pm 1), \]
\[ F(a, b \pm 1; \gamma; z) \equiv F(b \pm 1), \quad F(a, b; \gamma \pm 1; z) \equiv F(\gamma \pm 1). \]

Then the functions \( F(a \pm 1), F(b \pm 1) \) and \( F(\gamma \pm 1) \) are said to be contiguous to \( F \). The function \( F \) and any two functions contiguous to \( F \) are connected by recurrence relations whose coefficients are linear functions of the variable \( z \). Among the relations of this type we cite the formulas
\[
(\gamma - a - \beta)F + a(1 - z)F(a + 1) - (\gamma - \beta)F(b - 1) = 0, \quad (9.2.4)
\[
(\gamma - a - 1)F + aF(a + 1) - (\gamma - 1)F(\gamma - 1) = 0, \quad (9.2.5)
\[
(\gamma - 1 - z)F - \gamma F(a - 1) + (\gamma - \beta)zF(\gamma + 1) = 0, \quad (9.2.6)
\]
which can be verified by direct substitution of the series (9.1.2). For example, substituting (9.1.2) into (9.2.4), we obtain
\[
(\gamma - a - \beta)F + a(1 - z)F(a + 1) - (\gamma - \beta)F(b - 1)
\[
= \sum_{k=1}^{\infty} \left[ (\gamma - a - \beta) \frac{(\alpha)_k(\beta)_k}{(\gamma)_k} \right] \frac{a(\alpha + 1)_k(\beta)_k}{(\gamma)_k} \frac{z^k}{k!} \frac{(-(\gamma - \beta))(\gamma - 1)_k}{(\gamma)_k}
\[
= \sum_{k=1}^{\infty} \frac{(\alpha)_k(\beta)_k}{(\gamma)_k} \left[ (\gamma - a - \beta)(\beta + k - 1) + (\alpha + k)(\beta + k - 1) \right]
\[
- (\gamma - \beta)(\beta - 1) - (\gamma + k - 1)k \right] z^k \equiv 0,
\]
and similarly for (9.2.5–6). Three other formulas are an immediate consequence of (9.2.4–6) and the symmetry condition (9.2.1):
\[
(\gamma - a - \beta)F + \beta(1 - z)F(\beta + 1) - (\gamma - a)F(a - 1) = 0, \quad (9.2.7)
\[
(\gamma - \beta - 1)F + \beta F(\beta + 1) - (\gamma - 1)F(\gamma - 1) = 0, \quad (9.2.8)
\[
(\gamma - 1 - z)F - \gamma F(\beta - 1) + (\gamma - a)zF(\gamma + 1) = 0. \quad (9.2.9)
\]
The rest of the recurrence relations can be obtained from (9.2.4–9) by eliminating a common contiguous function from an appropriate pair of formulas. For example, combining (9.2.5) and (9.2.8), or (9.2.6) and (9.2.9), we obtain
\[
(\alpha - \beta)F - aF(a + 1) + \beta F(\beta + 1) = 0, \quad (9.2.10)
\[
(\alpha - \beta)(1 - z)F + (\gamma - a)F(a - 1) - (\gamma - \beta)F(\beta - 1) = 0, \quad (9.2.11)
\]
and so on.\(^9\)

\(^9\) Obviously, the total number of such relations is \( \binom{9}{2} = 15 \).

\(^{9}\) The list of all fifteen recurrence relations involving \( F \) and its contiguous functions is given in the Bateman Manuscript Project, *Higher Transcendental Functions*, Vol. 1, p. 103.
Besides the recurrence relations just given, there exist similar relations between the function \( F(\alpha, \beta; \gamma; z) \) and any pair of functions of the form \( F(\alpha + l, \beta + m; \gamma + n; z) \), where \( l, m \) and \( n \) are arbitrary integers. Some simple relations of this type are\(^{10}\)

\[
F(\alpha, \beta; \gamma; z) - F(\alpha, \beta; \gamma - 1; z) = - \frac{\alpha \beta z}{\gamma (\gamma - 1)} F(\alpha + 1, \beta + 1; \gamma + 1; z), \quad (9.2.12)
\]

\[
F(\alpha, \beta + 1; \gamma; z) - F(\alpha, \beta; \gamma; z) = \frac{\alpha z}{\gamma} F(\alpha + 1, \beta + 1; \gamma + 1; z), \quad (9.2.13)
\]

\[
F(\alpha, \beta + 1; \gamma + 1; z) - F(\alpha, \beta; \gamma; z) = \frac{\alpha (\gamma - \beta) z}{\gamma (\gamma + 1)} F(\alpha + 1, \beta + 1; \gamma + 2; z), \quad (9.2.14)
\]

\[
F(\alpha - 1, \beta + 1; \gamma; z) - F(\alpha, \beta; \gamma; z) = \frac{(\alpha - \beta - 1) z}{\gamma} F(\alpha, \beta + 1; \gamma + 1; z). \quad (9.2.15)
\]

Formulas (9.2.12–15) are proved by direct substitution of (9.1.2), or by repeated use of the relations between \( F(\alpha, \beta; \gamma; z) \) and its contiguous functions.

Finally, we recall from Sec. 7.2 that the hypergeometric function \( u = F(\alpha, \beta; \gamma; z) \) is a solution of the hypergeometric equation

\[
z(1 - z) u'' + [\gamma - (\alpha + \beta + 1) z] u' - \alpha \beta u = 0, \quad (9.2.16)
\]

which is analytic in a neighborhood of the point \( z = 0 \).

### 9.3. Evaluation of \( \lim_{z \to 1-} F(\alpha, \beta; \gamma; z) \) for \( \Re (\gamma - \alpha - \beta) > 0 \)

In developing the theory of the hypergeometric function, it is important to know the limit as \( z \to 1- \) of the function (9.1.2), where the parameters satisfy the condition \( \Re (\gamma - \alpha - \beta) > 0 \).\(^{11}\) Suppose that besides this condition, \( \Re \gamma > \Re \beta > 0 \) as well. Then the desired result can be obtained by passing to the limit behind the integral sign in (9.1.6), which gives

\[
\lim_{z \to 1-} F(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\beta) \Gamma(\gamma - \beta)} \int_0^1 t^{\beta - 1} (1 - t)^{\gamma - \alpha - \beta - 1} dt,
\]

\(^{10}\) Formula (9.1.7) is also a relation of this type.

\(^{11}\) It can be shown that if this condition is not satisfied, then, with certain exceptions, the sum of the hypergeometric series becomes infinite as \( z \to 1- \).
or, in view of (1.5.2, 6),

$$
\lim_{z \to 1^-} F(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)},
$$

(9.3.1)

where, for the time being, we assume that

$$\text{Re} \ (\gamma - \alpha - \beta) > 0, \quad \text{Re} \ \gamma > \text{Re} \ \beta > 0. \quad (9.3.2)$$

To justify the passage to the limit, it is sufficient to prove that the conditions (9.3.2) imply that the integral (9.1.6) is uniformly convergent for $0 \leq z \leq 1$. To this end, we note that

$$1 - t \leq |1 - tz| \leq 1$$

for $0 \leq z \leq 1$, $0 \leq t \leq 1$, and hence

$$|t^{\beta - 1}(1 - t)^{\gamma - \beta - 1}(1 - tz)^{-\alpha}| \leq t^{\text{Re} \ \beta - 1}(1 - t)^{\lambda - 1}, \quad (9.3.3)$$

where

$$\lambda = \begin{cases} \text{Re} \ (\gamma - \alpha - \beta) & \text{if} \quad \text{Re} \ \alpha > 0, \\ \text{Re} \ (\gamma - \beta) & \text{if} \quad \text{Re} \ \alpha < 0. \end{cases}$$

The estimate (9.3.3) shows that the integral (9.1.6) is uniformly convergent for $0 \leq z \leq 1$, since the integral

$$\int_0^1 t^{\text{Re} \ \beta - 1}(1 - t)^{\lambda - 1} dt,$$

which majorizes (9.1.6), is convergent if the conditions (9.3.2) hold.

We now show that the second of the conditions (9.3.2) is not essential. Suppose that instead of (9.3.2), the parameters of the hypergeometric functions satisfy the weaker inequalities

$$\text{Re} \ (\gamma - \alpha - \beta) > 0, \quad \text{Re} \ (\gamma - \beta) > -1, \quad \text{Re} \ \beta > -1.$$

Then the restrictions under which we proved (9.3.1) are satisfied by each of the hypergeometric functions in the right-hand side of the recurrence relation (9.1.7). It follows that

$$\lim_{z \to 1^-} F(\alpha, \beta; \gamma; z) = \frac{\gamma - \alpha + 1}{\gamma + 1} \frac{\Gamma(\gamma + 2) \Gamma(\gamma - \alpha - \beta + 1)}{\Gamma(\gamma - \alpha + 2) \Gamma(\gamma - \beta + 1)}
+ \frac{\alpha \beta}{\gamma(\gamma + 1)} \frac{\Gamma(\gamma + 2) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha + 1) \Gamma(\gamma - \beta + 1)}
= \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)},$$

which is just the previous result. Repeating this argument, we can prove by induction that

$$\lim_{z \to 1^-} F(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)}, \quad (9.3.4)$$
provided only that \( \text{Re} (\gamma - \alpha - \beta) > 0 \). Formula (9.3.4) plays an important
role in the derivation of various relations satisfied by the hypergeometric
function.

### 9.4 \( F(\alpha, \beta; \gamma; z) \) as a Function of its Parameters

In this section we show that the function

\[
    f(\alpha, \beta; \gamma; z) = \frac{1}{\Gamma(\gamma)} F(\alpha, \beta; \gamma; z)
\]

(9.4.1)
is an entire function of \( \alpha, \beta \) and \( \gamma \), for fixed \( z \). If \(|z| < 1\), the proof is an im-
mediate consequence of the expansion

\[
    f(\alpha, \beta; \gamma; z) = \sum_{k=0}^{\infty} \frac{(\alpha)_k (\beta)_k}{\Gamma(\gamma + k)} \frac{z^k}{k!}, \quad |z| < 1,
\]

(9.4.2)
obtained by substituting (9.1.2) into (9.4.1). In fact, since the terms of the
series (9.4.2) are entire functions of \( \alpha, \beta, \gamma \), and since the series is uniformly convergent in the region \(|z| \leq A, |\beta| \leq B, |\gamma| \leq C\) (where \( A, B \) and \( C \) are
arbitrarily large),\footnote{Use the criterion given in footnote 4, p. 102, noting that if
\[ u_k = \frac{(\alpha)_k (\beta)_k}{\Gamma(\gamma + k)} \]
then
\[
    \left| \frac{u_{k+1}}{u_k} \right| = \left| \frac{(\alpha + k)(\beta + k)}{(\gamma + k)(1 + k)} \right| \leq \left| \frac{(A + k)(B + k)}{(k - C)(1 + k)} \right| |z| \leq q < 1
\]
for \(|z| < 1\) and sufficiently large \( k \).} it follows that \( f(\alpha, \beta; \gamma; z) \) is an entire function of its para-
eters.

Now let \( z \) be an arbitrary point in the complex plane cut along \([1, \infty]\), and
consider the formulas

\[
    f(\alpha, \beta; \gamma; z) = \frac{1}{\Gamma(\beta) \Gamma(\gamma - \beta)} \int_0^1 t^{\beta - 1}(1 - t)^{\gamma - \beta - 1}(1 - tz)^{-\alpha} dt,
\]

\[
    \text{Re} \gamma > \text{Re} \beta > 0, \quad |\arg (1 - z)| < \pi,
\]

(9.4.3)

\[
    f(\alpha, \beta; \gamma; z) = \gamma(\gamma - \alpha + 1)f(\alpha, \beta + 1; \gamma + 2; z) + \alpha(\gamma - (\gamma - \beta)z)f(\alpha + 1, \beta + 1; \gamma + 2; z),
\]

(9.4.4)

which are the analogues of (9.1.6) and (9.1.7). Since the integrand in the
right-hand side of (9.4.3) is an entire function of the parameters \( \alpha, \beta, \gamma \) for any
\( t \) in \((0, 1)\), and since the integral is uniformly convergent in the region

\[
    |\alpha| \leq A, \quad \delta \leq \text{Re} \beta \leq B, \quad \delta \leq \text{Re} (\gamma - \beta) \leq C,
\]
where $\delta > 0$ is arbitrarily small, it follows that $f(\alpha, \beta; \gamma; z)$ is an analytic function of its parameters in the region

$$|z| < \infty, \quad \Re \beta > 0, \quad \Re (\gamma - \beta) > 0.$$ 

By repeated application of the recurrence relation (9.4.4), we can represent the function $f(\alpha, \beta; \gamma; z)$ as a sum

$$f(\alpha, \beta; \gamma; z) = \sum_{s=0}^{n} b_{s \rho}(\alpha, \beta; \gamma; z)f(\alpha + s, \beta + \rho; \gamma + 2\rho; z), \quad (9.4.5)$$

where the $b_{s \rho}(\alpha, \beta; \gamma; z)$ are polynomials in $\alpha, \beta, \gamma$ and $z$, and $\rho$ is a positive integer. As just shown, each term of this sum is an analytic function in the region $|z| < \infty, \Re \beta > -\rho, \Re (\gamma - \beta) > -\rho$, and hence $f(\alpha, \beta; \gamma; z)$ is an entire function of its parameters. It follows that for fixed $z$ in the plane cut along $[1, \infty]$, the hypergeometric function $F(\alpha, \beta; \gamma; z)$ is an entire function of $\alpha$ and $\beta$, and a meromorphic function of $\gamma$, with simple poles at the points $\gamma = 0, -1, -2, \ldots$.

### 9.5. Linear Transformations of the Hypergeometric Function

Consider the class of all fractional linear transformations

$$z' = \frac{az + b}{cz + d}$$

carrying the points $z = 0, 1, \infty$ into the points $z' = 0, 1, \infty$ chosen in any order. It is easy to see that besides the identity transformation $z' = z$, this class consists of the following five transformations:

$$z' = \frac{z}{z - 1}, \quad z' = 1 - z, \quad z' = \frac{1}{1 - z}, \quad z' = \frac{1}{z}, \quad z' = \frac{z - 1}{z}.$$ 

We now derive various linear relations connecting the hypergeometric functions with variables $z$ and $z'$. Relations of this kind are among the most important in the theory of the hypergeometric function, and are known as linear transformations of the hypergeometric function. In particular, these formulas enable us to make the analytic continuation of $F(\alpha, \beta; \gamma; z)$ into any part of the plane cut along $[1, \infty]$.\textsuperscript{13}

We begin by deriving a relation which is useful in the case where one requires the analytic continuation of the hypergeometric function into the half-plane $\Re z < \frac{1}{2}$. Suppose $z$ belongs to the plane cut along $[1, \infty]$, and assume for the time being that $\Re \gamma > \Re \beta > 0$. Then, using the integral

\textsuperscript{13} The theoretical possibility of such an analytic continuation has already been proved in Sec. 9.1.
representation (9.1.6), and introducing the new variable of integration $s = 1 - t$, we find that

$$F(a, b; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(b)\Gamma(\gamma - b)} \int_0^1 s^{\gamma - b - 1}(1 - s)^{b - 1}(1 - z + sz)^{-\alpha} \, ds$$

$$= (1 - z)^{-\alpha} \frac{\Gamma(\gamma)}{\Gamma(b')\Gamma(\gamma - b')} \int_0^1 s^{\gamma - b - 1}(1 - s)^{b' - 1}(1 - s' + z')^{-\alpha} \, ds,'$$

where

$$\beta' = \gamma - \beta, \quad z' = \frac{z}{z - 1},$$

and our assumptions imply that Re $\gamma > \text{Re} \beta' > 0$, while $z'$ belongs to the plane cut along $[1, \infty]$.\(^{14}\) According to (9.1.6), the expression on the right is just

$$(1 - z)^{-\alpha} F(a, \beta'; \gamma, z'),$$

and hence

$$F(a, b; \gamma; z) = (1 - z)^{-\alpha} F\left(a, \gamma - \beta; \gamma; \frac{z}{z - 1}\right), \quad |\text{arg}(1 - z)| < \pi.$$

(9.5.1)

Formula (9.5.1) was proved under the temporary assumption that Re $\gamma > \text{Re} \beta > 0$, but, as we know from Sec. 9.4, after dividing by $\Gamma(\gamma)$, both sides become entire functions of $\beta$ and $\gamma$.\(^{15}\) Therefore, by the principle of analytic continuation, (9.5.1) remains valid for arbitrary $\beta$ and $\gamma$, with the exception of the values $\gamma = 0, -1, -2, \ldots$ for which $F(a, \beta; \gamma; z)$ is not defined. Moreover, if Re $z < \frac{1}{2}$, then

$$\left|\frac{z}{z - 1}\right| < 1,$$

and the hypergeometric function in the right-hand side of (9.5.1) can be replaced by the sum of the hypergeometric series, i.e., (9.5.1) gives the analytic continuation of $F(a, \beta; \gamma; z)$ into the half-plane Re $z < \frac{1}{2}$.

Permuting $a$ and $b$ in (9.5.1), and using the symmetry property (9.2.1), we arrive at the relation

$$F(a, b; \gamma; z) = (1 - z)^{-\alpha} F\left(\gamma - a, \beta; \gamma; \frac{z}{z - 1}\right), \quad |\text{arg}(1 - z)| < \pi,$$

(9.5.2)

which can also be used to make the analytic continuation of the hypergeometric function into the half-plane Re $z < \frac{1}{2}$. To obtain another important

---

\(^{14}\) Note that under the transformation $z' = z/(1 - z)$, the plane cut along $[1, \infty]$ goes into itself.

\(^{15}\) The expression $F(f(\alpha, \beta, \gamma, \ldots), g(\alpha, \beta, \gamma, \ldots, \ldots))$ is an entire function of $\alpha, \beta, \gamma, \ldots$ if $F, f, g, \ldots$ are entire functions of their arguments.
result, we perform the transformations (9.5.1) and (9.5.2) consecutively, obtaining
\[
F(x; \beta; \gamma; z) = (1 - z)^{-\alpha} \left( 1 - \frac{z}{z - 1} \right)^{-\gamma} F(\gamma - \alpha; \gamma - \beta; \gamma; z),
\]

or
\[
F(x; \beta; \gamma; z) = (1 - z)^{\gamma - \alpha - \beta} F(\gamma - \alpha; \gamma - \beta; \gamma; z),
\]

\[\arg(1 - z) < \pi, \quad \text{(9.5.3)}\]

To derive a relation between the hypergeometric function with variable \(z\) and the hypergeometric function with variable \(z' = 1 - z\), we use a general method from the theory of linear differential equations. First we note that the general solution of the hypergeometric equation
\[
z(1 - z)u'' + [\gamma - (\alpha + \beta + 1)z]u' - \alpha \beta u = 0 \quad \text{(9.5.4)}
\]
can be written in the form\(^16\)
\[
u = A_1 F(x; \beta; \gamma; z) + A_2 z^{1 - \gamma} F(1 - \gamma + \alpha; 1 - \gamma + \beta; 2 - \gamma; z),
\]

\[\arg(1 - z) < \pi, \quad \arg z < \pi, \quad \gamma \neq 0, \pm 1, \pm 2, \ldots \quad \text{(9.5.5)}\]

Under the transformation \(z' = 1 - z\), the domain \(\arg(1 - z) < \pi, \arg z < \pi\) goes into the domain \(\arg(1 - z') < \pi, \arg z' < \pi\), and equation (9.5.4) goes into the hypergeometric equation with parameters \(x' = x, \beta' = \beta, \gamma' = 1 + \alpha + \beta - \gamma\). Therefore the expression
\[
u = B_1 F(x; \beta; 1 + \alpha + \beta - \gamma; 1 - z) + B_2 (1 - z)^{\gamma - \alpha - \beta}
\]

\[\times F(\gamma - \alpha; \gamma - \beta; 1 - \alpha - \beta + \gamma; 1 - z), \quad \text{(9.5.6)}\]

\[\arg(1 - z) < \pi, \quad \arg z < \pi, \quad \alpha + \beta - \gamma \neq 0, \pm 1, \pm 2, \ldots \]

is also a general solution of equation (9.5.4). In particular, this implies the existence of a linear relation of the form
\[
F(x; \beta; \gamma; z) = C_1 F(x; \beta; 1 + \alpha + \beta - \gamma; 1 - z)
\]

\[+ C_2 (1 - z)^{\gamma - \alpha - \beta} F(\gamma - \alpha; \gamma - \beta; 1 - \alpha - \beta + \gamma; 1 - z), \quad \alpha + \beta - \gamma \neq 0, \pm 1, \pm 2, \ldots \]

To determine the constants \(C_1\) and \(C_2\), we assume temporarily that \(\Re(\alpha + \beta) < \Re \gamma < 1\), and then take the limit of the last equality, first as \(z \to 1\) and then as \(z \to 0^+\). Using (9.3.4), we obtain
\[
C_1 = \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)}
\]

\[
C_2 \frac{\Gamma(1 + \alpha + \beta - \gamma) \Gamma(1 - \gamma)}{\Gamma(1 + \alpha - \beta) \Gamma(1 - \gamma)} + C_2 \frac{\Gamma(1 - \alpha - \beta + \gamma) \Gamma(1 - \gamma)}{\Gamma(1 - \alpha) \Gamma(1 - \beta)} = 1.
\]

\(^{16}\) See Sec. 7.2, noting that by the principle of analytic continuation, formula (7.2.6) remains valid in the whole domain \(\arg(1 - z) < \pi, \arg z < \pi\).
It follows that

\[ C_2 = \frac{\Gamma(\gamma)\Gamma(\alpha + \beta - \gamma)}{\Gamma(\alpha)\Gamma(\beta)}, \]

after some simple calculations involving the identity (1.2.2). Therefore the required formula is

\[ F(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma)\Gamma(\alpha - \beta)}{\Gamma(\gamma - \alpha)\Gamma(\gamma - \beta)} F(\alpha, \beta; 1 + \alpha + \beta - \gamma; 1 - z) \]

\[ + \frac{(1 - z)^{\gamma - \alpha - \beta} \Gamma(\gamma)\Gamma(\alpha + \beta - \gamma)}{\Gamma(\alpha)\Gamma(\beta)} \times F(\gamma - \alpha, \gamma - \beta; 1 - \alpha - \beta + \gamma; 1 - z), \quad |\arg z| < \pi, \quad |\arg (1 - z)| < \pi, \quad \alpha + \beta - \gamma \neq 0, \pm 1, \pm 2, \ldots \]  

(9.5.7)

To get rid of the superfluous restrictions imposed on the parameters \( \alpha, \beta \)
and \( \gamma \), we note that after multiplication by \( \sin \pi(\gamma - \alpha - \beta)/\Gamma(\gamma) \), both sides of (9.5.7) are entire functions of the parameters. \(^{17}\) Therefore, according to the principle of analytic continuation, the relation (9.5.7) is valid for all values of the parameters except those for which \( \alpha + \beta - \gamma = 0, \pm 1, \pm 2, \ldots \) Formula (9.5.7) gives the analytic continuation of the hypergeometric function into the domain \( |z - 1| < 1, |\arg (1 - z)| < \pi \).

The remaining relations between the hypergeometric functions with variables \( z \) and \( z' \) can be obtained by combining the formulas just derived. For example, consecutive application of (9.5.1) and (9.5.7) leads to the relation \(^{18}\)

\[ F(\alpha, \beta; \gamma; z) = (1 - z)^{-\alpha} \frac{\Gamma(\gamma)\Gamma(\beta - \alpha)}{\Gamma(\gamma - \alpha)\Gamma(\beta)} F(\alpha, \gamma - \beta; 1 + \alpha - \beta; \frac{1}{1 - z}) \]

\[ + (1 - z)^{-\beta} \frac{\Gamma(\gamma)\Gamma(\alpha - \beta)}{\Gamma(\gamma - \beta)\Gamma(\alpha)} F(\gamma - \alpha, \beta; 1 - \alpha + \beta; \frac{1}{1 - z}) \]

\[ |\arg (-z)| < \pi, \quad |\arg (1 - z)| < \pi, \quad \alpha - \beta \neq 0, \pm 1, \pm 2, \ldots \]  

(9.5.8)

which enables us to make the analytic continuation of \( F(\alpha, \beta; \gamma; z) \) into the domain \( |z - 1| > 1, |\arg (1 - z)| < \pi \). Then, combining (9.5.8) with (9.5.1–2), we obtain

\[ F(\alpha, \beta; \gamma; z) = (-z)^{-\alpha} \frac{\Gamma(\gamma)\Gamma(\beta - \alpha)}{\Gamma(\gamma - \alpha)\Gamma(\beta)} F(\alpha, 1 + \alpha - \gamma; 1 + \alpha - \beta; \frac{1}{z}) \]

\[ + (-z)^{-\beta} \frac{\Gamma(\gamma)\Gamma(\alpha - \beta)}{\Gamma(\gamma - \beta)\Gamma(\alpha)} F(\beta, 1 + \beta - \gamma; 1 + \beta - \alpha; \frac{1}{z}). \]

\[ |\arg (-z)| < \pi, \quad |\arg (1 - z)| < \pi, \quad \alpha - \beta \neq 0, \pm 1, \pm 2, \ldots. \]  

(9.5.9)

\(^{17}\) Here we again make use of (1.2.2).

\(^{18}\) Note that under the transformation \( z' = z/(z - 1) \), the domain \( |\arg (-z)| < \pi, |\arg (1 - z)| < \pi \) goes into the domain \( |\arg z'| < \pi, |\arg (1 - z')| < \pi \), which guarantees that (9.5.1) and (9.5.7) can be applied consecutively.
which gives the analytic continuation of \( F(\alpha, \beta; \gamma; z) \) into the domain \( |z| > 1, |\arg (1 - z)| < \pi \). Finally, consecutive application of (9.5.7) and (9.5.1) gives

\[
F(\alpha, \beta; \gamma; z) = z^{-\alpha} \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)} F\left(\alpha, 1 + \alpha - \gamma; 1 + \alpha + \beta - \gamma; \frac{z - 1}{z}\right) \\
+ z^{\alpha - \gamma}(1 - z)^{\gamma - \alpha - 1} \frac{\Gamma(\gamma) \Gamma(\alpha + \beta - \gamma)}{\Gamma(\alpha) \Gamma(\beta)} \times F\left(\gamma - \alpha, 1 - \alpha; 1 + \gamma - \alpha - \beta; \frac{z - 1}{z}\right),
\]

\(|\arg z| < \pi, |\arg (1 - z)| < \pi, \alpha + \beta - \gamma \neq 0, \pm 1, \pm 2, \ldots\), \hspace{1em} (9.5.10)

which can be used to make the analytic continuation of \( F(\alpha, \beta; \gamma; z) \) into the domain \( \text{Re } z > \frac{1}{2}, |\arg (1 - z)| < \pi \).

The problem of the analytic continuation of the hypergeometric function into the \( z \)-plane cut along \([1, \infty)\) is solved by using formulas (9.5.1–3) and (9.5.7–10). Some exceptional cases, where these formulas are not applicable, will be considered in Sec. 9.7.

### 9.6. Quadratic Transformations of the Hypergeometric Function

The relations between hypergeometric functions derived in the preceding section are valid for arbitrary values of the parameters \( \alpha, \beta, \gamma \) (apart from certain exceptional values). One can also consider relations where the parameters satisfy certain constraints; although less general, relations of this type are also useful in making various transformations and carrying out analytic continuation. Among such relations, the most interesting involve hypergeometric functions with two arbitrary parameters. As will be seen below, they also contain expressions like

\[
1 + \frac{\sqrt{1 - z}}{2}, \quad 1 - \frac{\sqrt{1 - z}}{2}, \quad \frac{-4z}{(1 - z)^{\beta - 1}}, \ldots
\]

and hence are called \textit{quadratic transformations of the hypergeometric function}.

As an example of a formula belonging to this class, consider the relation

\[
F(\alpha, \beta; \alpha + \beta + \frac{1}{2}; z) = F\left(2\alpha, 2\beta; \alpha + \beta + \frac{1}{2}; \frac{1 - \sqrt{1 - z}}{2}\right), \hspace{1em} \text{(9.6.1)}
\]

\(|\arg (1 - z)| < \pi, \alpha + \beta + \frac{1}{2} \neq 0, -1, -2, \ldots\),

which can be proved as follows: The left-hand side is a solution of the hypergeometric equation (9.5.4) with parameter \( \gamma = \alpha + \beta + \frac{1}{2} \), which is analytic in the domain \( |\arg (1 - z)| < \pi \). Under the substitution\(^\dagger\)

\[
z' = \frac{1}{2}(1 - \sqrt{1 - z}),
\]

\(^\dagger\) By \( \sqrt{1 - z} \) is meant the branch which is positive for real \( z \) in the interval \((0, 1)\).
this equation goes into an equation of the same form with parameters
\[ \alpha' = 2\alpha, \quad \beta' = 2\beta, \quad \gamma' = \alpha + \beta + \frac{1}{2}, \]
and the domain \( |\arg (1 - z)| < \pi \) goes into the domain \( \Re z' < \frac{1}{2} \), which is part of the domain \( |\arg (1 - z')| < \pi \). But according to (7.2.6), the hypergeometric equation cannot have two linearly independent solutions which are analytic in a neighborhood of the point \( z = 0 \), and hence there must exist a relation of the form
\[
F(\alpha, \beta; \alpha + \beta + \frac{1}{2}; z) = A F\left(2\alpha, 2\beta; \alpha + \beta + \frac{1}{2}; \frac{1 - \sqrt{1 - z}}{2}\right),
\]
where \( A \) is a constant. Setting \( z = 0 \), we find that \( A = 1 \), thereby proving (9.6.1).

A large number of other relations of the same type can be deduced by applying the linear transformations of Sec. 9.5 to formula (9.6.1) and changing the independent variable or the parameters. For example, using (9.5.3) and (9.5.1) to transform the right-hand side of (9.6.1), we find that
\[
F(\alpha, \beta; \alpha + \beta + \frac{1}{2}; z)
= \left(1 + \frac{\sqrt{1 - z}}{2}\right)^{-2\alpha} F\left(2\alpha, \alpha - \beta + \frac{1}{2}; \alpha + \beta + \frac{1}{2}; \frac{\sqrt{1 - z} - 1}{\sqrt{1 - z} + 1}\right),
\]
\[ |\arg (1 - z)| < \pi, \quad \alpha + \beta + \frac{1}{2} \neq 0, -1, -2, \ldots, \quad (9.6.2) \]
\[
F(\alpha, \beta; \alpha + \beta + \frac{1}{2}; z)
= \left(1 + \frac{\sqrt{1 - z}}{2}\right)^{\frac{1}{2} - \alpha - \beta} F\left(\alpha - \beta + \frac{1}{2}, \beta - \alpha + \frac{1}{2}; \alpha + \beta + \frac{1}{2}; \frac{1 - \sqrt{1 - z}}{2}\right),
\]
\[ |\arg (1 - z)| < \pi, \quad \alpha + \beta + \frac{1}{2} \neq 0, -1, -2, \ldots \quad (9.6.3) \]
Using (9.5.1) to transform the left-hand sides of (9.6.1) and (9.6.2), and then making the substitution
\[ z \rightarrow \frac{1}{1 - z}, \quad \alpha + \beta + \frac{1}{2} \rightarrow \gamma, \]
we obtain two other useful relations:
\[
F(\alpha, \frac{1}{2}; \gamma; z) = (1 - z)^{-\alpha} F\left(2\alpha, 2\gamma - 2\alpha - 1; \gamma; \frac{1}{2} - \frac{1}{2\sqrt{1 - z}}\right),
\]
\[ |\arg (1 - z)| < \pi, \quad (9.6.4) \]
\[
F(\alpha, \frac{1}{2}; \gamma; z) = \left(1 + \frac{\sqrt{1 - z}}{2}\right)^{-2\alpha} F\left(2\alpha, 2\alpha - \gamma + 1; \gamma; \frac{1 - \sqrt{1 - z}}{1 + \sqrt{1 - z}}\right),
\]
\[ |\arg (1 - z)| < \pi. \quad (9.6.5) \]
Finally, using (9.5.3) to transform the left-hand sides of (9.6.1) and (9.6.2), and then making the substitution

\[ \alpha \to \alpha - \frac{1}{2}, \quad \beta \to \beta - \frac{1}{2}, \]

we arrive at the relations

\[ F(\alpha, \beta; \alpha + \beta - \frac{1}{2}; z) \]

\[ = \frac{1}{\sqrt{1 - z}} F\left(2\alpha - 1, 2\beta - 1; \alpha + \beta - \frac{1}{2}; \frac{1 - \sqrt{1 - z}}{2}\right), \]

\[ |\arg (1 - z)| < \pi, \quad \alpha + \beta - \frac{1}{2} \neq 0, -1, -2, \ldots, \quad (9.6.6) \]

\[ F(\alpha, \beta; \alpha + \beta - \frac{1}{2}; z) \]

\[ = \frac{1}{\sqrt{1 - z}} \left(\frac{1 + \sqrt{1 - z}}{2}\right)^{1-2\alpha} \times F\left(2\alpha - 1, \frac{z}{z - 1}; \frac{\sqrt{1 - z} - 1}{\sqrt{1 - z} + 1}\right), \]

\[ |\arg (1 - z)| < \pi, \quad \alpha + \beta - \frac{1}{2} \neq 0, -1, -2, \ldots \quad (9.6.7) \]

It is interesting to note that formulas (9.6.2, 5, 7) continue the corresponding hypergeometric functions into the plane cut along \([1, \infty]). In fact,

\[ \frac{|1 - \sqrt{1 - z}|}{|1 + \sqrt{1 - z}|} < 1 \]

if \(|\arg (1 - z)| < \pi\), and hence the hypergeometric function in the right-hand side of each of these formulas can be replaced by the sum of the corresponding hypergeometric series.

Further results can be obtained by taking inverses of the formulas just derived. For example, inversion of (9.6.1–3) gives\(^{20}\)

\[ F(\alpha, \beta; \frac{3}{4}(\alpha + \beta + 1); z) = F(\frac{3}{4}\alpha, \frac{3}{4}\beta; \frac{3}{4}(\alpha + \beta + 1); 4z(1 - z)), \]

\[ \Re z < \frac{1}{2}, \quad \frac{3}{4}(\alpha + \beta + 1) \neq 0, -1, -2, \ldots \quad (9.6.8) \]

\[ F(\alpha, \beta; \alpha - \beta + 1; z) \]

\[ = (1 - z)^{-8} F\left(\frac{1}{4} \alpha - \frac{1}{4} (\alpha + 1) - \beta; \alpha - \beta + 1; \frac{4z}{(1 - z)^2}\right), \]

\[ |z| < 1, \quad \alpha - \beta + 1 \neq 0, -1, -2, \ldots \quad (9.6.9) \]

\[ F(\alpha, 1 - \alpha; \gamma; z) = (1 - z)^{\gamma - 1} F\left(\frac{1}{2} (\gamma - \alpha) - \frac{1}{2} (\gamma + \alpha - 1); \gamma; 4z(1 - z)\right), \]

\[ \Re z < \frac{1}{4}. \quad (9.6.10) \]

\(^{20}\) In particular, (9.6.8) is obtained from (9.6.1) by making the substitution

\[ 2\alpha \to \alpha, \quad 2\beta \to \beta, \quad \frac{1 - \sqrt{1 - z}}{2} \to z.\]
Moreover, combining these formulas with the linear transformations given in Sec. 9.5, we can obtain still another group of formulas. For example, applying the transformation (9.5.7) to the right-hand side of (9.6.8) and making the substitution
\[ \alpha \to 2\alpha, \quad \beta \to 2\beta, \quad z \to \frac{1 - z}{2}, \]
we find that\(^{21}\)
\[
\begin{align*}
F\left(2\alpha, 2\beta; x + \beta + \frac{1}{2}; \frac{1 - z}{2}\right) \\
= \frac{\Gamma(\alpha + \beta + \frac{1}{2})\Gamma\left(\frac{1}{2}\right)}{\Gamma(\alpha + \beta + \frac{1}{2})\Gamma\left(\frac{1}{2}\right)} F(\alpha, \beta; \frac{1}{2}; z^2) \\
+ z \frac{\Gamma(\alpha + \beta + \frac{1}{2})\Gamma\left(-\frac{1}{2}\right)}{\Gamma(\alpha)\Gamma(\beta)} F(\alpha + \frac{1}{2}, \beta + \frac{1}{2}; \frac{1}{2}; z^2),
\end{align*}
\]
(9.6.11)

\[ \arg (1 \pm z) < \pi, \quad \alpha + \beta + \frac{1}{2} \neq 0, -1, -2, \ldots \]

Formula (9.6.11) plays an important role in the theory of spherical harmonics. For example, the relation (7.6.9) is an immediate consequence of (9.6.11).

We conclude this section by deriving a few formulas of a more complicated nature. The first result is
\[
F(\alpha, \beta; 2\beta; z) \\
= \left(1 + \frac{\sqrt{1 - z}}{2}\right)^{-2\alpha} \left(1 - \frac{\sqrt{1 - z}}{1 + \sqrt{1 - z}}\right)^{\alpha - \beta - \frac{1}{2}} \left(1 - \frac{\sqrt{1 - z}}{1 + \sqrt{1 - z}}\right)^{-\beta + \frac{1}{2}},
\]
(9.6.12)

\[ \arg (1 - z) < \pi, \quad 2\beta \neq -1, -3, -5, \ldots \]

which is proved in the same way as (9.6.1), by noting that under the change of variables
\[ z' = \frac{1 - \sqrt{1 - z}}{1 + \sqrt{1 - z}}, \quad u = \left(1 + \frac{\sqrt{1 - z}}{2}\right)^{-2\alpha} v, \]
equation (9.5.4) goes into the hypergeometric equation with the new parameters
\[ \alpha' = \alpha, \quad \beta' = \alpha - \beta + \frac{1}{2}, \quad \gamma' = \beta + \frac{1}{2}. \]

Since the verification of this fact is quite tedious, we supply some intermediate

\(^{21}\) In the course of the derivation, it is convenient to assume temporarily that \( \arg (1 - z) < \pi, \Re z > 0 \). The result can then be extended the whole domain \( \arg (1 \pm z) < \pi \) by using the principle of analytic continuation.
steps which will serve to keep the reader on the right track during the course of the calculation:

\[ z = 1 - \left( \frac{\sqrt{z}}{\sqrt{z} + 1} \right)^3, \quad \frac{dz'}{dz} = -\frac{z'(\sqrt{z} + 1)^3}{2(\sqrt{z} - 1)}, \]

\[ u = (\sqrt{z} + 1)^{2v}, \quad \frac{du}{dz} = \frac{dz' \, du}{dz \, dz'} = -\frac{(\sqrt{z} + 1)^{2v+2}}{2(\sqrt{z} - 1)} \left[ xv + \sqrt{z} (\sqrt{z} + 1) \frac{dv}{dz} \right], \]

\[ z(1 - z) \frac{d^2u}{dz^2} = \sqrt{z} (\sqrt{z} + 1)^{2v} \left[ \left( x + 1 - \frac{1}{2} \frac{\sqrt{z} + 1}{\sqrt{z} - 1} \right) \left[ xv + \sqrt{z} (\sqrt{z} + 1) \frac{dv}{dz} \right] 
+ \sqrt{z} (1 - \sqrt{z}) \left( x + 1 + \frac{1}{2\sqrt{z}} \right) \frac{dv}{dz} + \sqrt{z} (\sqrt{z} + 1) \frac{d^2v}{dz^2} \right] \]

After using (9.6.13–15) to write the hypergeometric equation satisfied by \( u \), we multiply the result by

\[ \frac{1 - \sqrt{z}}{\sqrt{z}(1 + \sqrt{z})} \]

obtaining

\[ \frac{1 - \sqrt{z}}{1 + \sqrt{z}} \left[ x + 1 - \frac{1}{2} \frac{\sqrt{z} + 1}{\sqrt{z} - 1} \right] \left[ xv + \sqrt{z} (\sqrt{z} + 1) \frac{dv}{dz} \right] 
+ \sqrt{z} (1 - \sqrt{z}) \left( x + 1 + \frac{1}{2\sqrt{z}} \right) \frac{dv}{dz} + \sqrt{z} (\sqrt{z} + 1) \frac{d^2v}{dz^2} \]

\[ + \frac{\sqrt{z} + 1}{\sqrt{z}} \left( x - (x + \beta + 1) \frac{2\sqrt{z}}{(\sqrt{z} + 1)^2} \right) \left[ xv + \sqrt{z} (\sqrt{z} + 1) \frac{dv}{dz} \right] 
- \frac{\beta(1 - \sqrt{z})}{\sqrt{z}(1 + \sqrt{z})} v = 0, \]

which can now be reduced quite easily to the hypergeometric equation

\[ z'(1 - z)^{2v} \frac{d^2v}{dz^2} + \left( (\beta + \frac{1}{2}) - (2x - \beta + \frac{3}{2})z \right) \frac{dv}{dz} - \alpha(x - \beta + \frac{1}{2})v = 0, \]

satisfied by \( v \). Making the substitution

\[ \frac{1 - \sqrt{1 - z}}{1 + \sqrt{1 - z}} \rightarrow z \]
in (9.6.12), we obtain the formula
\[
F \left( \alpha, \beta; \frac{4z}{1 + z^2} \right) = (1 + z)^{2\alpha} F \left( \alpha, \alpha - \beta + \frac{1}{2}; \beta + \frac{1}{2}; z^2 \right),
\]
\[|z| < 1, \quad 2\beta \neq -1, -3, -5, \ldots \quad (9.6.16)\]

Our final result is
\[
F(\alpha, \beta; 2\beta; z) = \left( 1 - \frac{z}{2} \right)^{-\alpha} F \left( \frac{1}{2} \alpha, \frac{1}{2} (\alpha + 1); \beta + \frac{1}{2}; \frac{z}{2 - z} \right),
\]
\[|\arg(1 - z)| < \pi, \quad 2\beta \neq -1, -3, -5, \ldots \quad (9.6.17)\]

which can be derived as follows: Applying the transformation (9.5.1) to the right-hand side of (9.6.9) and replacing \( \beta \) by \( \alpha - \beta + \frac{1}{2} \), we obtain
\[
F(\alpha, \alpha - \beta + \frac{1}{2}; \beta + \frac{1}{2}; z) = (1 + z)^{-\alpha} F \left( \frac{1}{2} \alpha, \frac{1}{2} (\alpha + 1); \beta + \frac{1}{2}; \frac{4z}{(1 + z^2)^2} \right),
\]
\[|z| < 1, \quad 2\beta \neq -1, -3, -5, \ldots \quad (9.6.18)\]

Then, comparing (9.6.13) and (9.6.15), we find that
\[
F \left( \alpha, \beta; 2\beta; \frac{4z}{(1 + z)^2} \right) = \frac{(1 + z)^{2\alpha}}{(1 + z^2)^2} F \left( \frac{1}{2} \alpha, \frac{1}{2} (\alpha + 1); \beta + \frac{1}{2}; \frac{4z^2}{(1 + z^2)^2} \right),
\]

and the desired result is obtained by making the substitution
\[
\frac{4z}{(1 + z)^2} \to z,
\]

which implies
\[
\frac{1 + z^2}{(1 + z)^2} \to \frac{2 - z}{2}, \quad \frac{4z^2}{(1 + z^2)^2} \to \left( \frac{z}{2 - z} \right)^2.
\]

The theory of quadratic transformations of the hypergeometric function was developed by Gauss, Kummer and Goursat, and also from a more general point of view in Riemann's investigations of a class of differential equations including the hypergeometric equation as a special case.\(^{22}\) We refer the reader to these sources for a more detailed treatment of the subject.\(^{23}\)

---


\(^{23}\) See also the Bateman Manuscript Project, *Higher Transcendental Functions*, Vol. 1, p. 110 ff., for an extensive list of quadratic transformations of the hypergeometric function.
9.7. Formulas for Analytic Continuation of \( F(\alpha, \beta; \gamma; z) \) in Exceptional Cases

The formulas derived in Sec. 9.5 allow us to obtain the analytic continuation of the hypergeometric function into any part of the \( z \)-plane cut along \([1, \infty[\). However, some of these formulas are no longer meaningful for certain values of the parameters, and must therefore be modified in a way we now indicate. The general approach is to start from the formulas of Sec. 9.5 and then carry out appropriate passages to the limit.

For example, suppose we want to find the analytic continuation of the function \( F(\alpha, \beta; \gamma; z) \) into the domain \( |z| < 1, |\arg(1-z)| < \pi \). If \( \alpha + \beta \neq 0, \pm 1, \pm 2, \ldots \), we can use (9.5.7), but this formula is not applicable if \( \gamma = \alpha + \beta + n (n = 0, 1, 2, \ldots) \). To derive a formula allowing us to carry out the analytic continuation in the latter case, we replace the hypergeometric functions in the right-hand side of (9.5.7) by the corresponding series, and use (1.2.2) to transform the result, obtaining

\[
\frac{1}{\Gamma(\gamma)} F(\alpha, \beta; \gamma; z) = \frac{\pi}{\sin \pi (\gamma - \alpha - \beta)} \left[ \frac{1}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)} \sum_{k=0}^{\infty} \frac{(\alpha)_k (\beta)_k}{(1 + \alpha + \beta - \gamma + k)k!} (1 - z)^k - \frac{1}{\Gamma(\alpha) \Gamma(\beta)} \sum_{k=0}^{\infty} \frac{\left( \gamma - \alpha \right)_k (\gamma - \beta)_k}{(1 - \alpha - \beta + \gamma + k)k!} (1 - z)^{k+\gamma - \alpha - \beta} \right]
\]

\[
= \frac{\pi}{\sin \pi (\gamma - \alpha - \beta)} (g_1 - g_2), \tag{9.7.1}
\]

It is easily verified that

\[
\lim_{\gamma \to \alpha + \beta + n} g_1 = \lim_{\gamma \to \alpha + \beta + n} g_2 = \frac{1}{\Gamma(\alpha) \Gamma(\beta)} \sum_{k=0}^{\infty} \frac{(\alpha + n)_k (\beta + n)_k}{(n + k)k!} (1 - z)^{k+n},
\]

and hence the right-hand side of (9.7.1) becomes indeterminate for \( \gamma = \alpha + \beta + n \). Using L'Hospital's rule to eliminate this indeterminacy, we have

\[
\frac{1}{\Gamma(\alpha + \beta + n)} F(\alpha, \beta; \alpha + \beta + n; z) = (-1)^n \left[ \frac{\partial g_1}{\partial \gamma} \bigg|_{\gamma = \alpha + \beta + n} - \frac{\partial g_2}{\partial \gamma} \bigg|_{\gamma = \alpha + \beta + n} \right]. \tag{9.7.2}
\]

After some calculations resembling those made in Sec. 5.5, we find that\(^{24}\)

\[
\frac{\partial g_1}{\partial \gamma} \bigg|_{\gamma = \alpha + \beta + n} = \frac{1}{\Gamma(\alpha + n) \Gamma(\beta + n)} \sum_{k=0}^{\infty} \frac{(-1)^{n-k} ((n - k - 1)) (\alpha)_k (\beta)_k}{k!} (1 - z)^k
\]

\[
+ \frac{1}{\Gamma(\alpha) \Gamma(\beta)} \sum_{k=0}^{\infty} \frac{(\alpha + n)_k (\beta + n)_k}{(n + k)k!} (1 - z)^{k+n}, \tag{9.7.3}
\]

\(^{24}\) In differentiating \( g_2 \), we use the formula

\[
\frac{d}{d\lambda} \lambda \psi(\lambda + k) = \psi(\lambda + k) - \psi(\lambda).
\]

From now on, we assume that \( \alpha, \beta \neq 0, -1, -2, \ldots \).
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\[
\frac{\partial \psi}{\partial \gamma}_{\gamma = \alpha + \beta + n} = \frac{1}{\Gamma(\alpha)\Gamma(\beta)} \sum_{k=0}^{\infty} \frac{(\alpha + n)_k(\beta + n)_k}{(n + k)!} \\
\times [\psi(\alpha + n + k) - \psi(\alpha + n) + \psi(\beta + n + k) \\
- \psi(\beta + n) - \psi(1 + n + k) + \log(1 - z)](1 - z)^{k+n},
\]  

(9.7.4)

where \( \psi(z) = \Gamma'(z)/\Gamma(z) \) is the logarithmic derivative of the gamma function. Substituting (9.7.3–4) into (9.7.2), we obtain

\[
F(\alpha , \beta ; \alpha + \beta + n; z) \\
= \frac{\Gamma(\alpha + \beta + n)}{\Gamma(\alpha + n)\Gamma(\beta + n)} \sum_{k=0}^{\infty} \frac{(-1)^k(n - k - 1)!(\alpha)_k(\beta)_k}{k!} (1 - z)^k \\
+ \frac{(-1)^n\Gamma(\alpha + \beta + n)}{\Gamma(\alpha)\Gamma(\beta) \sum_{k=0}^{\infty} (\alpha + n)_k(\beta + n)_k} \left[ \psi(k + 1) + \psi(n + k + 1) \\
- \psi(\alpha + n + k) - \psi(\beta + n + k) - \log(1 - z) \right](1 - z)^{n+k},
\]

\[|z - 1| < 1, |\arg(1 - z)| < \pi, \ n = 0, 1, 2, \ldots, \ \alpha, \beta \neq 0, -1, -2, \ldots\]  

(9.7.5)

As usual, the meaningless sum

\[
\sum_{k=0}^{\infty} \cdots,
\]

which appears when \( n = 0 \), is set equal to zero.

Formula (9.7.5) is no longer applicable if \( \alpha \) or \( \beta \) equals 0, -1, -2, ..., but then \( F(\alpha , \beta ; \alpha + \beta + n; z) \) reduces to a polynomial, and there is no need for analytic continuation. Moreover, the case \( \gamma = \alpha + \beta - n \) reduces to that just considered by using the transformation (9.5.3), which becomes

\[
F(\alpha , \beta ; \alpha + \beta - n; z) = (1 - z)^{-n}F(\alpha', \beta'; \alpha' + \beta' + n; z)
\]  

(9.7.6)

if \( \alpha' = \alpha - n, \beta' = \beta + n \).

Similar considerations apply to the other formulas of Secs. 9.5–6. To give another example, we derive a formula suitable for making the analytic continuation of \( F(\alpha, \beta; \gamma; z) \) into the domain \( |z| > 1, |\arg(-z)| < \pi \) in the case where \( \alpha - \beta = 0, \pm 1, \pm 2, \ldots \) Here we have to pass to the limit \( \beta \to \alpha \pm n (n = 0, 1, 2, \ldots) \) in (9.5.9). A calculation like that given above leads to the following formula (for the case \( \beta = \alpha + n \)):

\[
F(\alpha, \alpha + n; \gamma; z) \\
= \frac{\Gamma(\gamma)(-z)^{-n}}{\Gamma(\gamma - \alpha)\Gamma(\alpha + n)} \sum_{k=0}^{\infty} \frac{(n - k - 1)!(\alpha)_k(1 - \gamma + \alpha)_k}{k!} (-z)^{-k} \\
+ \frac{\Gamma(\gamma)(-z)^{-n}}{\Gamma(\alpha)\Gamma(\gamma - \alpha - n) \sum_{k=0}^{\infty} (\alpha + n)_k(1 + \alpha - \gamma + n)_k} \left[ \psi(k + 1) + \psi(n + k + 1) - \psi(\alpha + n + k) \\
- \psi(\gamma - \alpha - n - k) + \log(-z) \right](1 - z)^{-n-k},
\]

\[|z| > 1, |\arg(1 - z)| < \pi, \ n = 0, 1, 2, \ldots, \ \alpha \neq 0, -1, -2, \ldots, \gamma - \alpha \neq 0, \pm 1, \pm 2, \ldots\]  

(9.7.7)

\[25\]  

In the last step of the calculation, use formula (1.3.4).
We now examine the cases where formula (9.7.7) is not applicable. If
\[ \alpha = 0, -1, -2, \ldots, \] the function \( F(\alpha, \alpha + n; \gamma; z) \) reduces to a polynomial, and there is no need for analytic continuation. According to (9.5.3),
\[ F(\alpha, \alpha + n; \gamma; z) = (1 - z)^{\gamma-n} F(\gamma - \alpha, \gamma - \alpha - n; \gamma; z), \tag{9.7.8} \]
and therefore \( F(\alpha, \alpha + n; \gamma; z) \) reduces to an algebraic function if \( \gamma - \alpha = 0, -1, -2, \ldots \) or \( \gamma - \alpha = 1, 2, \ldots, n, \) and analytic continuation is again unnecessary. If \( \gamma - \alpha = n + 1, n + 2, \ldots \) and \( \alpha \neq 0, \pm 1, \pm 2, \ldots, \) then the hypergeometric function in the right-hand side of (9.7.8) satisfies the conditions allowing it to be continued by using formula (9.7.7). If \( \gamma - \alpha = n + 1, n + 2, \ldots \) and \( \alpha = 1, 2, \ldots, \) the hypergeometric function can be represented by an integral of the type (9.1.6) with a rational integrand, i.e., \( F(\alpha, \alpha + n; \gamma; z) \) can be expressed in finite form in terms of rational functions. Finally, we note that the case \( \beta = \alpha - n \) reduces to that just considered if we again use the transformation (9.5.3).

9.8. Representation of Various Functions in Terms of the Hypergeometric Function

As we now show, various familiar functions of mathematical analysis are special cases of the hypergeometric function \( F(\alpha, \beta; \gamma; z), \) corresponding to suitable choices of the parameters \( \alpha, \beta, \gamma \) and the variable \( z. \)

1. Elementary functions. The hypergeometric function \( F(\alpha, \beta; \gamma; z) \) reduces to a polynomial if \( \alpha = 0, -1, -2, \ldots \) or \( \beta = 0, -1, -2, \ldots \) For example,
\[ F(\alpha, 0; \gamma; z) = 1, \quad F(\alpha, -2; \gamma; z) = 1 - 2 \frac{\alpha}{\gamma} z + \frac{\alpha(\alpha + 1)}{\gamma(\gamma + 1)} z^2, \]
and so on. The transformation
\[ F(\alpha, \beta; \gamma; z) = (1 - z)^{\alpha-\beta} F(\gamma - \alpha, \gamma - \beta; \gamma; z), \quad |\text{arg} (1 - z)| < \pi \]
[cf. (9.5.3)] shows that \( F(\alpha, \beta; \gamma; z) \) reduces to an algebraic function if \( \gamma - \alpha = 0, -1, -2, \ldots \) or \( \gamma - \beta = 0, -1, -2, \ldots \) In particular,
\[ F(\alpha, \beta; \beta; z) = (1 - z)^{-\beta}, \quad |\text{arg} (1 - z)| < \pi \tag{9.8.1} \]
for any value of \( \beta, \) and
\[ (1 - z)^{\gamma} = F(-\nu, 1; z), \quad (1 - z)^{-1/2} = F(\frac{1}{2}, 1; z), \]
\[ z^n = F(-n, 1; 1; 1 - z), \quad n = 0, 1, 2, \ldots \tag{9.8.2} \]

---

Other representations of this type can be derived from the formulas of Sec. 9.6. Thus, setting \( \beta = \alpha + \frac{1}{2} \) in (9.6.2) and (9.6.7), we obtain

\[
F(\alpha, \alpha + \frac{1}{2}; 2\alpha + 1; z) = \left( \frac{1 + \sqrt{1 - z}}{2} \right)^{-2\alpha}, \quad |\arg (1 - z)| < \pi,
\]

\[
F(\alpha, \alpha + \frac{1}{2}; 2\alpha; z) = \frac{1}{\sqrt{1 - z}} \left( \frac{1 + \sqrt{1 - z}}{2} \right)^{-1 - 2\alpha}, \quad |\arg (1 - z)| < \pi.
\]

(9.8.3)

By starting from the series expansion

\[
\log (1 - z) = -\sum_{k=0}^{\infty} \frac{z^{k+1}}{k + 1} = -z \sum_{k=0}^{\infty} \frac{(1)_k (1)_k}{(2)_k k!} z^k, \quad |z| < 1
\]

of the logarithm, we find that

\[
\log (1 - z) = -zf(1, 1; 2; z), \quad |\arg (1 - z)| < \pi.
\]

(9.8.4)

Similarly, we deduce the following formulas for the inverse trigonometric functions:

\[
\arctan z = zf(1, \frac{1}{2}; \frac{1}{2}; -z^2), \quad |\arg (1 \pm zi)| < \pi,
\]

\[
\arcsin z = zf(1, \frac{1}{2}; \frac{1}{2}; z^2), \quad |\arg (1 \pm z)| < \pi.
\]

(9.8.5)

2. Elliptic integrals

The complete elliptic integrals

\[
K(z) = \int_0^{\pi/2} (1 - z^2 \sin^2 \varphi)^{-1/2} \, d\varphi, \quad E(z) = \int_0^{\pi/2} (1 - z^2 \sin^2 \varphi)^{1/2} \, d\varphi
\]

of the first and second kinds [cf. (7.10.11)], where \( z \) is a complex variable belonging to the domain \( |\arg (1 \pm z)| < \pi \), can also be represented in terms of the hypergeometric function. Assuming temporarily that \( |z| < 1 \) and using the binomial expansion, we find that

\[
K(z) = \sum_{k=0}^{\infty} \frac{(\frac{1}{2})_k}{k!} z^{2k} \int_0^{\pi/2} \sin^{2k} \varphi \, d\varphi = \frac{\pi}{2} \sum_{k=0}^{\infty} \frac{(\frac{1}{2})_k (\frac{1}{2})_k}{(1)_k k!} z^{2k},
\]

which implies

\[
K(z) = \frac{\pi}{2} f(1, \frac{1}{2}; 1; z^2), \quad |\arg (1 \pm z)| < \pi.
\]

(9.8.6)

Similarly, we have the following representation of the elliptic integral of the second kind:

\[
E(z) = \frac{\pi}{2} f(-\frac{1}{2}, \frac{1}{2}; 1; z^2), \quad |\arg (1 \pm z)| < \pi.
\]

(9.8.7)

Starting from these formulas, one can develop the theory of elliptic integrals, regarded as functions of the modulus \( z \).
3. Spherical harmonics. One of the most important classes of functions which can be expressed in terms of the hypergeometric function consists of the spherical harmonics studied in Chapter 7. In fact, formulas (7.12.27) and (7.12.29) immediately imply the following representations of the associated Legendre functions:

\[ P^\nu_m(z) = \frac{\Gamma(v + m + 1)}{\Gamma(v - m + 1)} \frac{(z^2 - 1)^{m/2}}{2^m \Gamma(m + 1)} \times F\left(m - \nu, m + \nu + 1; m + 1; \frac{1 - z^2}{2}\right), \]

\[ |\arg (z \pm 1)| < \pi, \quad m = 0, 1, 2, \ldots \]  

(9.8.8) \[ Q^\nu_m(z) = \frac{(-1)^m \sqrt{\pi} \Gamma(v + m + 1)}{2^{v+1} \Gamma(v + \frac{3}{2}) z^{v+m+1}} \frac{(z^2 - 1)^{m/2}}{2^m \Gamma(m + 1)} \times F\left(m + \nu + 2, m + \nu + 1; m + \frac{3}{2}, \frac{1}{2}; \frac{1}{z^2}\right), \]

\[ |\arg z| < \pi, \quad |\arg (z \pm 1)| < \pi, \quad m = 0, 1, 2, \ldots \]  

(9.8.9)

In particular, the Legendre polynomials (see Sec. 4.2) are given by the formula

\[ P_n(z) = F\left(-n, n + 1; 1; \frac{1 - z^2}{2}\right), \quad n = 0, 1, 2, \ldots \]  

(9.8.10)

By regarding (9.8.8–10) as definitions and using the general theory of the hypergeometric function, it is a simple matter to develop the theory of spherical harmonics. This approach is especially convenient for deriving the relations of Sec. 7.6 and their generalizations to the case of arbitrary \( m \).

9.9 The Confluent Hypergeometric Function

Besides the hypergeometric function \( F(\alpha, \beta; \gamma; z) \), an important role is played in the theory of special functions by a related function

\[ \Phi(\alpha, \gamma; z) = \sum_{k=0}^{\infty} \frac{(\alpha)_k}{(\gamma)_k} \frac{z^k}{k!} \quad |z| < \infty, \quad \gamma \neq 0, -1, -2, \ldots \]  

(9.9.1)

known as the confluent hypergeometric function. Here \( z \) is a complex variable, \( \alpha \) and \( \gamma \) are parameters which can take arbitrary real or complex values (except that \( \gamma \neq 0, -1, -2, \ldots \)), and, as always,

\[ (\lambda)_0 = 1, \quad (\lambda)_k = \frac{\Gamma(\lambda + k)}{\Gamma(\lambda)} = \lambda(\lambda + 1) \cdots (\lambda + k - 1), \quad k = 1, 2, \ldots \]
As indicated, the series (9.9.1) converges for all finite \( z \), and therefore represents an entire function of \( z \).

If we set
\[
\psi(x, \gamma; z) = \frac{1}{\Gamma(\gamma)} \Phi(x, \gamma; z) = \sum_{k=0}^{\infty} \frac{(x)_k}{\Gamma(\gamma + k)} \frac{z^k}{k!},
\]
then \( \psi(x, \gamma; z) \) is an entire function of \( x \) and \( \gamma \), for fixed \( z \). In fact, the terms of the series (9.9.2) are entire functions of \( x \) and \( \gamma \), and the series is uniformly convergent in the region \( |x| < A, \ |\gamma| < C \) (where \( A \) and \( C \) are arbitrarily large). Therefore, for fixed \( z \), \( \Phi(x, \gamma; z) \) is an entire function of \( x \) and a meromorphic function of \( \gamma \), with simple poles at the points \( \gamma = 0, -1, -2, \ldots \).

A comparison of (9.1.2) and (9.1.3) shows at once that
\[
\Phi(x, \gamma; z) = \lim_{b \to \infty} F \left( x, \beta; \gamma; \frac{z}{\beta} \right). \tag{9.9.3}
\]

The function \( \Phi(x, \gamma; z) \) is very frequently encountered in analysis, mainly because of the fact that a large number of special functions can be obtained from \( \Phi(x, \gamma; z) \) by making suitable choices of the parameters \( x, \gamma \) and the variable \( z \) (see Sec. 9.13). This makes it possible to develop the general theory of these functions in a simple and compact form.

The definition of the confluent hypergeometric function immediately implies the identities
\[
\frac{d}{dz} \Phi(x, \gamma; z) = \frac{\alpha}{\gamma} \Phi(x + 1, \gamma + 1; z), \tag{9.9.4}
\]
\[
\frac{d^m}{dz^m} \Phi(x, \gamma; z) = \left( \frac{x}{\gamma} \right)_m \Phi(x + m, \gamma + m; z), \quad m = 1, 2, \ldots. \tag{9.9.5}
\]

\( ^{27} \) Use the ratio test, noting that if
\[
\psi_k = \frac{(x)_k}{\Gamma(\gamma + k)} \frac{z^k}{k!}
\]
then
\[
\left| \frac{\psi_{k+1}}{\psi_k} \right| = \frac{\alpha + k}{(\gamma + k)(1 + k)} \frac{z^k}{k!} \to 0,
\]
as \( k \to \infty \).

\( ^{28} \) Use the criterion given in footnote 4, p. 102, noting that if
\[
\nu_k = \frac{(x)_k}{\Gamma(\gamma + k) k!} \frac{z^k}{k!}
\]
then
\[
\left| \frac{\nu_{k+1}}{\nu_k} \right| = \frac{\alpha + k}{(\gamma + k)(1 + k)} \frac{z^k}{k!} \leq \frac{A + k}{(k - C)(1 + k)} \frac{|z|}{q < 1},
\]
for sufficiently large \( k \).
and the recurrence relations
\[
\begin{align*}
(\gamma - \alpha - 1)\Phi + \alpha \Phi(x + 1) - (\gamma - 1)\Phi(\gamma - 1) &= 0, \quad (9.9.6) \\
\gamma \Phi - \gamma \Phi(x - 1) - z\Phi(\gamma + 1) &= 0, \quad (9.9.7) \\
(\alpha - 1 + z)\Phi + (\gamma - \alpha)\Phi(x - 1) - (\gamma - 1)\Phi(\gamma - 1) &= 0, \quad (9.9.8) \\
\gamma(x + z)\Phi - ax\Phi(x + 1) - (\gamma - x)\Phi(\gamma + 1) &= 0, \quad (9.9.9) \\
(\gamma - \alpha)\Phi(x - 1) + (2\alpha - \gamma + z)\Phi - a\Phi(x + 1) &= 0, \quad (9.9.10) \\
\gamma(\gamma - 1)\Phi(x - 1) - \gamma(\gamma - 1 + z)\Phi + (\gamma - z)\Phi(\gamma + 1) &= 0, \quad (9.9.11)
\end{align*}
\]
connecting the function \(\Phi = \Phi(x, \gamma; z)\) with any two contiguous functions \(\Phi(x + 1) = \Phi(x, \gamma; z)\) and \(\Phi(\gamma + 1) = \Phi(x, \gamma; z)\). Formulas (9.9.6–7) can be verified by direct substitution of the series (9.9.1), and then the other recurrence relations can be obtained by simple transformations of (9.9.6–7).

Besides the recurrence relations just given, there exist similar relations between the function \(\Phi(x, \gamma; z)\) and any pair of functions of the form \(\Phi(x + m, \gamma + n; z)\), where \(m\) and \(n\) are arbitrary integers. Two simple relations of this kind are
\[
\begin{align*}
\Phi(x, \gamma; z) &= \Phi(x + 1, \gamma; z) - \frac{z}{\gamma} \Phi(x + 1, \gamma + 1; z), \quad (9.9.12) \\
\Phi(x, \gamma; z) &= \frac{\gamma - x}{\gamma} \Phi(x, \gamma + 1; z) + \frac{z}{\gamma} \Phi(x + 1, \gamma + 1; z), \quad (9.9.13)
\end{align*}
\]
as can be verified by direct substitution of (9.9.1), or by repeated use of the relations between \(\Phi(x, \gamma; z)\) and its contiguous functions.


It is easy to see that the confluent hypergeometric function is a particular solution of the linear differential equation
\[
zu'' + (\gamma - z)u' - au = 0, \quad (9.10.1)
\]
where \(\gamma \neq 0, -1, -2, \ldots\). In fact, denoting the left-hand side of this equation by \(l(u)\), and setting \(u = u_1 = \Phi(x, \gamma; z)\), we have
\[
l(u_1) = \sum_{k=1}^{\infty} \frac{k(k - 1)\alpha}{(\gamma)k!} z^{k-1} + (\gamma - z) \sum_{k=1}^{\infty} \frac{\alpha^k}{(\gamma)k!} z^{k-1} - \alpha \sum_{k=0}^{\infty} \frac{\alpha^k}{(\gamma)k!} z^k
\]
\[
= \left[ -\frac{\alpha}{(\gamma)_{\!1}} - a \right] + \sum_{k=1}^{\infty} \frac{\alpha^k}{(\gamma)_{\!k}} \frac{k \alpha + k}{\gamma + k} + \gamma \frac{\alpha + k}{\gamma + k} - k - a \equiv 0.
\]
\[29\] Note the similarity between formulas (9.9.6–13) and formulas (9.2.4–15).
To obtain a second linearly independent solution of (9.10.1), we assume that $|\arg z| < \pi$ and make the substitution $u = z^{1-\gamma}v$. Then equation (9.10.1) goes into an equation of the same form, i.e.,

$$zu'' + (\gamma' - z)u' - \alpha'v = 0,$$

with new parameters $\alpha' = 1 + \alpha - \gamma, \gamma' = 2 - \gamma$. It follows that the function

$$u = u_2 = z^{1-\gamma} \Phi(1 + \alpha - \gamma, 2 - \gamma; z)$$

is also a solution of (9.10.1) if $\gamma \neq 2, 3, \ldots$. Thus, if $\gamma \neq 0, \pm 1, \pm 2, \ldots$, both solutions $u_1, u_2$ are meaningful and are linearly independent of each other, so that the general solution of (9.10.1) can be written in the form

$$u = A\Phi(\alpha, \gamma; z) + Bz^{1-\gamma}\Phi(1 + \alpha - \gamma, 2 - \gamma; z),$$

$$|\arg z| < \pi, \quad \gamma \neq 0, \pm 1, \pm 2, \ldots \quad (9.10.2)$$

With a view to obtaining an expression for the general solution of (9.10.1) which is suitable for arbitrary $\gamma \neq 0, -1, -2, \ldots$ [see (9.10.11) below], we introduce a new function

$$\Psi(\alpha, \gamma; z) = \frac{\Gamma(1-\gamma)}{\Gamma(1 + \alpha - \gamma)} \Phi(\alpha, \gamma; z) + \frac{\Gamma(\gamma - 1)}{\Gamma(\alpha)} z^{1-\gamma} \Phi(1 + \alpha - \gamma, 2 - \gamma; z),$$

$$|\arg z| < \pi, \quad \gamma \neq 0, \pm 1, \pm 2, \ldots \quad (9.10.3)$$

called the confluent hypergeometric function of the second kind. Formula (9.10.3) defines the function $\Psi(\alpha, \gamma; z)$ for arbitrary nonintegral $\gamma$, and moreover, as we now show, the right-hand side of (9.10.3) approaches a definite limit as $\gamma \to n + 1$ ($n = 0, 1, 2, \ldots$). Replacing the $\Phi$ functions in (9.10.3) by the appropriate series, and using formula (1.2.2) from the theory of the gamma function, we obtain

$$\Psi(\alpha, \gamma; z) = \frac{\pi}{\sin \pi \gamma} \left[ \frac{1}{\Gamma(1 + \alpha - \gamma)} \sum_{k=0}^{\infty} \frac{(\alpha)_k}{\Gamma(\gamma + k) k!} z^k \right] - \frac{1}{\Gamma(\alpha)} \sum_{k=0}^{\infty} \frac{(4\gamma - \gamma)}{\Gamma(2 - \gamma + k) k!} \frac{z^{k+1-\gamma}}{k!} \left( \frac{\pi}{\sin \pi \gamma} \right) (g_1 - g_2). \quad (9.10.4)$$

Since

$$\lim_{\gamma \to n + 1} g_1 = \frac{1}{\Gamma(\alpha - n)} \sum_{k=0}^{n} \frac{(\alpha)_k}{\Gamma(k + n + 1) k!} z^k = \frac{1}{\Gamma(\alpha - n)} \sum_{k=0}^{n} \frac{(\alpha)_k}{(n + k)!} \frac{z^k}{k!},$$

$$\lim_{\gamma \to n + 1} g_2 = \frac{1}{\Gamma(\alpha)} \sum_{k=0}^{\infty} \frac{(\alpha - n)_k}{\Gamma(k + 1) k!} \frac{z^k}{k!} = \frac{1}{\Gamma(\alpha - n)} \sum_{k=0}^{n} \frac{(\alpha)_k}{(n + k)!} \frac{z^k}{k!}$$

$$= \frac{1}{\Gamma(\alpha)} \sum_{k=0}^{\infty} \frac{(\alpha - n)_k}{\Gamma(k + 1) (n + k)!} \frac{z^k}{k!} = \frac{1}{\Gamma(\alpha - n)} \sum_{k=0}^{n} \frac{(\alpha)_k}{(n + k)!} \frac{z^k}{k!},$$

30 Note that $u_1 \equiv u_2$ if $\gamma = 1$. 
the right-hand side of (9.10.4) becomes indeterminate as \( \gamma \to n + 1 \), and
approaches a limit whose value can be found by using L'Hôpital's rule, i.e.,

\[
\Psi(\alpha, n + 1; z) = \lim_{\gamma \to n + 1} \Psi(\alpha, \gamma; z) = (-1)^{n+1}[\frac{\partial g_1}{\partial \gamma}\big|_{\gamma = n + 1} - \frac{\partial g_2}{\partial \gamma}\big|_{\gamma = n + 1}],
\]

\(|\arg z| < \pi, \quad n = 0, 1, 2, \ldots \) \quad (9.10.5)

Calculations like those made in Sec. 5.5 show that\(^{31}\)

\[
\frac{\partial g_1}{\partial \gamma}\big|_{\gamma = n + 1} = \frac{1}{\Gamma(\alpha - n)} \sum_{k=0}^{\infty} \frac{(\alpha)_k z^k}{(n + k)k!} \left[ \psi(\alpha - n) - \psi(n + k + 1) \right],
\]

\[
\frac{\partial g_2}{\partial \gamma}\big|_{\gamma = n + 1} = \frac{1}{\Gamma(\alpha - n)} \sum_{k=0}^{\infty} \frac{(\alpha)_k z^k}{(n + k)k!} \times \left[ \psi(1 + k) - \psi(\alpha + k) + \psi(\alpha - n) - \log z \right] + \frac{1}{\Gamma(\alpha)} \sum_{k=0}^{n-1} \frac{(-1)^{n-k} (n - k - 1)! (\alpha - n)_k}{k!} z^{k-1},
\]

which leads to the following series expansion:

\[
\Psi(\alpha, n + 1; z) = \frac{(-1)^{n+1}}{\Gamma(\alpha - n)} \sum_{k=0}^{\infty} \frac{(\alpha)_k z^k}{(n + k)k!} \left[ \psi(\alpha + k) - \psi(1 + k) - \psi(n + 1 + k) + \log z \right] + \frac{1}{\Gamma(\alpha)} \sum_{k=0}^{n-1} \frac{(-1)^{n-k} (n - k - 1)! (\alpha - n)_k}{k!} z^{k-1},
\]

\(|\arg z| < \pi, \quad n = 0, 1, 2, \ldots, \quad \alpha \neq 0, -1, -2, \ldots \) \quad (9.10.6)

Here \( \psi(z) = \Gamma'(z)/\Gamma(z) \) is the logarithmic derivative of the gamma function, and the meaningless sum

\[
\sum_{k=0}^{n-1} \frac{(-1)^{n-k} (n - k - 1)! (\alpha - n)_k}{k!} z^{k-1},
\]

which appears when \( n = 0 \), is set equal to zero.

If \( \alpha = -m \) (\( m = 0, 1, 2, \ldots \)), passage to the limit \( \gamma \to n + 1 \) (\( n = 0, 1, 2, \ldots \)) in (9.10.3) leads to the expression\(^{32}\)

\[
\Psi(-m, n + 1; z) = (-1)^n \frac{(m + n)!}{n!} \phi(-m, n + 1; z),
\]

\( m = 0, 1, 2, \ldots, \quad n = 0, 1, 2, \ldots \) \quad (9.10.7)

\(^{31}\) In differentiating \( g_n \), we use the formula

\[
\frac{d}{d\lambda} \lambda_k = (\lambda)_k (\psi(\lambda + k) - \psi(\lambda)).
\]

From now on, we assume that \( \alpha \neq 0, -1, -2, \ldots \)

\(^{32}\) Here we again use formula (1.2.2).
Moreover, it is an immediate consequence of (9.10.3) that the confluent hypergeometric function of the second kind satisfies the relation

$$\Psi(x, \gamma; z) = z^{-\gamma} \Psi(1 + x - \gamma, 2 - \gamma; z), \quad |\arg z| < \pi.$$  \hspace{1cm} (9.10.8)

Using this formula, we can define the function $\Psi(x, \gamma; z)$ for $\gamma = 0, \pm 1, \pm 2, \ldots$, obtaining

$$\Psi(x, 1 - n; z) = \lim_{\gamma \to 1 - n} \Psi(x, \gamma; z) = z^n \Psi(x + n, n + 1; z), \quad |\arg z| < \pi, \quad n = 1, 2, \ldots$$  \hspace{1cm} (9.10.9)

Thus we see that $\Psi(x, \gamma; z)$ is meaningful for arbitrary values of the parameters $x$ and $\gamma$. It follows from the definition (9.10.3) and the properties of $\Phi(x, \gamma; z)$ that $\Psi(x, \gamma; z)$ is an analytic function of $z$ in the plane cut along $[-\infty, 0]$, and an entire function of $x$ and $\gamma$.

Next we show that $\Psi(x, \gamma; z)$ is a solution of the differential equation (9.10.1). For $\gamma \neq 0, \pm 1, \pm 2, \ldots$, this is an immediate consequence of (9.10.3), and for integral $\gamma$, the result follows from the principle of analytic continuation (cf. footnote 12, p. 167). For $x \neq 0, -1, -2, \ldots$, the solutions $\Phi(x, \gamma; z)$ and $\Psi(x, \gamma; z)$ are linearly independent, as can easily be verified by calculating the Wronskian$^3$

$$W(\Phi(x, \gamma; z), \Psi(x, \gamma; z)) = -\frac{\Gamma(\gamma)}{\Gamma(x)} z^{-\gamma} e^z,$$  \hspace{1cm} (9.10.10)

and then the general solution of (9.10.1) can be written in the form

$$u = A\Phi(x, \gamma; z) + B\Psi(x, \gamma; z), \quad |\arg z| < \pi, \quad x, \gamma \neq 0, -1, -2, \ldots$$  \hspace{1cm} (9.10.11)

The function $\Psi(x, \gamma; z)$ has a number of properties analogous to those of $\Phi(x, \gamma; z)$. For example, we have the differentiation formulas

$$\frac{d}{dz} \Psi(x, \gamma; z) = -x \Psi(x + 1, \gamma + 1; z),$$  \hspace{1cm} (9.10.12)

$$\frac{d^m}{dz^m} \Psi(x, \gamma; z) = (-1)^m \Psi(x + m, \gamma + m; z), \quad m = 1, 2, \ldots,$$

the recurrence relations

$$\Psi(x + 1, \gamma) - \Psi(x + 1, \gamma - 1) = 0,$$  \hspace{1cm} (9.10.13)

$$\Psi(x + m, \gamma) - 2 \Psi(x + m, \gamma + 1) = 0,$$  \hspace{1cm} (9.10.14)

$^3$ Equation (9.10.1) implies

$$W(\Phi, \Psi) = C z^{-\gamma} e^z.$$

Comparing both sides of this identity as $z \to 0$, we find that

$$C = \frac{\Gamma(\gamma)}{\Gamma(x)}.$$
9.11. Integral Representations of the Confluent Hypergeometric Functions

The functions $\Phi(x, \gamma; z)$ and $\Psi(x, \gamma; z)$ have simple integral representations which play an important role in the theory and applications of confluent hypergeometric functions. Here we consider only the basic representations in terms of integrals evaluated along an interval of the real axis, referring the reader elsewhere for more general representations in terms of contour integrals.\(^{34}\)

The simplest integral representation of the function $\Phi(x, \gamma; z)$ can be obtained by summing the series (9.9.1) with the help of formula (9.1.2):

$$\frac{(x)_k}{(\gamma)_k} = \frac{\Gamma(\gamma)}{\Gamma(x)\Gamma(\gamma - x)} \int_0^1 t^{x-1+k}(1 - t)^{\gamma-x-1} \, dt,$$

$$\text{Re } \gamma > \text{Re } x > 0, \quad k = 0, 1, 2, \ldots$$

This gives

$$\Phi(x, \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(x)\Gamma(\gamma - x)} \sum_{k=0}^\infty \frac{z^k}{k!} \int_0^1 t^{x-1+k}(1 - t)^{\gamma-x-1} \, dt$$

$$= \frac{\Gamma(\gamma)}{\Gamma(x)\Gamma(\gamma - x)} \int_0^1 t^{x-1}(1 - t)^{\gamma-x-1} \, dt \sum_{k=0}^\infty \frac{(zt)^k}{k!},$$

or

$$\Phi(x, \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(x)\Gamma(\gamma - x)} \int_0^1 e^{zt^{x-1}(1 - t)^{\gamma-x-1}} \, dt,$$

$$\text{Re } \gamma > \text{Re } x > 0,$$

(9.11.1)

where reversing the order of integration and summation is justified by the usual absolute convergence argument (cf. footnote 2, p. 239).

\(^{34}\) See the Bateman Manuscript Project, \textit{Higher Transcendental Functions}, Vol. 1, pp. 256, 271 ff.
We can use the integral representation (9.11.1) to deduce an important relation satisfied by the function \( \Phi(x, \gamma; z) \). Assuming temporarily that \( \text{Re} \gamma > \text{Re} \alpha > 0 \), we make the change of variable \( t = 1 - s \). Then (9.11.1) becomes

\[
\Phi(x, \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(x)\Gamma(\gamma - x)} e^{x} \int_{0}^{1} e^{-st} s^{\gamma-\alpha - 1} (1 - s)^{x-1} ds,
\]

which implies

\[
\Phi(x, \gamma; z) = e^{x} \Phi(\gamma - x, \gamma; z), \tag{9.11.2}
\]

since \( \text{Re} \gamma > \text{Re} (\gamma - x) \). The relation (9.11.2) was proved under the assumption that \( \text{Re} \gamma > \text{Re} \alpha > 0 \), but after dividing by \( \Gamma(\gamma) \), both sides become entire functions of \( x \) and \( \gamma \). Therefore, according to the principle of analytic continuation, (9.11.2) remains valid for arbitrary \( x \) and \( \gamma \), provided that \( \gamma \neq 0, -1, -2, \ldots \).

To obtain an integral representation of \( \Psi(x, \gamma; z) \), we first note that the function \( u \), defined by

\[
u = \frac{1}{\Gamma(x)} \int_{0}^{\infty} e^{-st} s^{\gamma-\alpha - 1} (1 + t)^{\gamma-\alpha - 1} dt, \quad \text{Re} \alpha > 0, \quad \text{Re} z > 0 \tag{9.11.3}
\]

is a solution of the differential equation (9.10.1). In fact, denoting the left-hand side of (9.11.3) by \( \ell(u) \), we have\(^{35}\)

\[
\ell(u) = \frac{1}{\Gamma(x)} \int_{0}^{\infty} e^{-st} s^{\gamma-\alpha - 1} (1 + t)^{\gamma-\alpha - 1} \left[ \frac{z}{s} - (\gamma - z)t - x \right] dt
\]

\[
= - \left. \frac{1}{\Gamma(x)} \int_{0}^{\infty} \frac{dt}{dvt} \left[ e^{-st} s^{\gamma-\alpha - 1} (1 + t)^{\gamma-\alpha - 1} \right] \right|_{t=0}^{t=\infty} = 0.
\]

According to (9.10.2), the solution \( u \) can be written in the form

\[
u = A \Phi(x, \gamma; z) + B z^{1-\gamma} \Phi(1 + x - \gamma, 2 - \gamma; z), \quad |\arg z| < \pi, \quad \gamma \neq 0, \pm 1, \pm 2, \ldots \tag{9.11.4}
\]

Assuming temporarily that \( 0 < \text{Re} \gamma < 1 \) and \( z > 0 \), we take the limit of (9.11.3) as \( z \to 0^+ \). This gives

\[
A = \lim_{z \to 0^+} u = \frac{1}{\Gamma(x)} \int_{0}^{\infty} t^{\gamma-\alpha - 1} (1 + t)^{\gamma-\alpha - 1} dt = \frac{\Gamma(1 - \gamma)}{\Gamma(1 + \alpha - \gamma)},
\]

where we have used formulas (1.5.3) and (1.5.6) from the theory of the gamma function, and the passage to the limit behind the integral sign is easily justified.

\(^{35}\) With our restrictions on \( x \) and \( z \), the differentiation behind the integral sign is justified.
justified. Moreover, differentiating (9.11.4) with respect to \( z \), multiplying by \( z^\gamma \) and then taking the limit as \( z \to 0^+ \), we obtain

\[
B = \frac{1}{\Gamma(1 - \gamma)} \lim_{z \to 0^+} z^\gamma u' = \frac{1}{\Gamma(1 - \gamma)} \lim_{z \to 0^+} z^\gamma \int_0^\infty e^{-zt}t^{\gamma-\alpha-1} \, dt
\]

\[
= \frac{1}{\Gamma(1 - \gamma)} \lim_{z \to 0^+} \int_0^\infty e^{-zt}(s + z)^{-\gamma-\alpha-1} \, ds
\]

\[
= \frac{1}{\Gamma(1 - \gamma)} \int_0^\infty e^{-zs} \, ds = \frac{\Gamma(\gamma - 1)}{\Gamma(\alpha)}
\]

It follows that

\[
u = \frac{\Gamma(1 - \gamma)}{\Gamma(1 + \alpha - \gamma)} \Phi(\alpha, \gamma; z)
\]

\[
+ \frac{\Gamma(\gamma - 1)}{\Gamma(\alpha)} z^{1-\gamma} \Phi(1 + \alpha - \gamma, 2 - \gamma; z) = \Psi(\alpha, \gamma; z).
\] (9.11.5)

Since both sides are entire functions of the parameter \( \gamma \) and analytic functions of the variable \( z \) in the half-plane \( \text{Re} \, z > 0 \) (see Sec. 9.10), the temporary restrictions imposed on \( \gamma \) and \( z \) can be dropped, and we arrive at the integral representation

\[
\Psi(\alpha, \gamma; z) = \frac{1}{\Gamma(\alpha)} \int_0^\infty e^{-zt}t^{\gamma-\alpha-1}(1 + t)^{\gamma-\alpha-1} \, dt, \quad \text{Re} \, \alpha > 0, \quad \text{Re} \, z > 0.
\] (9.11.6)

Some other integral representations of the functions \( \Phi(\alpha, \gamma; z) \) and \( \Psi(\alpha, \gamma; z) \) are given in Problems 11–13, p. 278.

9.12. Asymptotic Representations of the Confluent Hypergeometric Functions for Large \(|z|\)

We begin by deriving the asymptotic representation of \( \Psi(\alpha, \gamma; z) \) for large \(|z|\), which turns out to be simpler than the corresponding representation of \( \Phi(\alpha, \gamma; z) \). Suppose that

\[
\text{Re} \, \alpha > 0, \quad |\text{arg} \, z| < \frac{\pi}{2} - \delta,
\]

where \( \delta > 0 \) is arbitrarily small. According to (5.11.2),

\[
(1 + t)^{\gamma-\alpha-1} = \sum_{k=0}^{n} \frac{(-1)^k(1 + \alpha - \gamma)_k}{k!} t^k
\]

\[
+ \frac{(-1)^{n+1}(1 + \alpha - \gamma)_n}{n!} \int_0^1 (1 - s)^{\gamma-\alpha-2} \, ds.
\]
Substituting this expansion into the integral representation (9.11.6) and integrating term by term, we obtain

\[ \Psi(\alpha, \gamma; z) = z^{-a} \left[ \sum_{k=0}^{n} \frac{(-1)^k \gamma_k (1 + \alpha - \gamma)_{k} k!}{k!} z^{-k} + r_n(z) \right], \]

where

\[ r_n(z) = \frac{(-1)^{n+1} (1 + \alpha - \gamma) \Gamma(z)}{n! \Gamma(\alpha)} \int_{0}^{1} e^{-st} t^{n+a} dt \int_{0}^{1} (1 - s)^{\gamma} (1 + st)^{\gamma - a - n - 2} ds. \]

Estimating \(|r_n(z)|\) we find that

\[ |r_n(z)| \leq \frac{((1 + \alpha - \gamma) \Gamma(z))}{n! \Gamma(\alpha)} \int_{0}^{1} e^{-st} \min \{ t^n, t^{n+a} \} dt \int_{0}^{1} (1 - s)^{\gamma} (1 + st)^{\gamma - a - n - 2} ds. \]

If we choose \(n\) so large that \(\Re (\gamma - \alpha) - n - 2 \leq 0\), then

\[ (1 + st)^{\Re (\gamma - \alpha) - n - 2} \leq 1, \]

and hence

\[ |r_n(z)| \leq \frac{(1 + \alpha - \gamma) \Gamma(n + \Re \alpha + 1) |z|^{\Re \alpha} \Gamma(n \sin \delta) n^{\Re \alpha + 1}}{(n + 1)! \Gamma(\alpha)} = O(|z|^{-n-1}). \]

It follows that

\[ \Psi(\alpha, \gamma; z) = z^{-a} \left[ \sum_{k=0}^{n} \frac{(-1)^k \gamma_k (1 + \alpha - \gamma)_{k} k!}{k!} z^{-k} + O(|z|^{-n-1}) \right], \]

\[ \Re \alpha > 0, \quad |\arg z| \leq \frac{\pi}{2} - \delta, \quad n \geq \Re (\gamma - \alpha) - 2 \quad (9.12.1) \]

for large \(|z|\).

We now show that the conditions under which this formula has been proved can be considerably weakened. First we note that even if \(\Re (\gamma - \alpha) - n - 2 > 0\), an integer \(m > n\) can always be found such that \(\Re (\gamma - \alpha) - m - 2 \leq 0\). Since the expansion (9.12.1) certainly holds with \(n\) replaced by \(m\), we have

\[ \sum_{k=0}^{m} \cdots + O(|z|^{-m-1}) = \sum_{k=0}^{n} \cdots + \sum_{k=n+1}^{m} \cdots + O(|z|^{-m-1}) = \sum_{k=0}^{n} \cdots + O(|z|^{-n-1}) \]

\[36\] According to (1.5.1),

\[ \frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} e^{-st^{n+a-1}} dt = \Gamma(n+\alpha) t^{n+a-1}, \quad \Re \alpha > 0, \quad \Re z > 0, \quad k = 0, 1, 2, \ldots \]

\[37\] For complex \(a\) and \(b\) we have

\[ |a|^b = |a|^{Re b} e^{-Im b} \arg a \leq |a|^{Re b} e^{Im b}. \]
which again gives (9.12.1). Therefore the condition imposed on \( n \) can be dropped, and (9.12.1) is valid for arbitrary \( n \).

Next we get rid of the restriction imposed on the parameter \( \alpha \). Suppose \( \alpha \) satisfies the weaker condition \( \Re \alpha > -1 \). Then \( \Re (\alpha + 1) > 0 \), and formula (9.12.1) can be applied to each of the hypergeometric functions in the right-hand side of the identity

\[
\Psi(\alpha, \gamma; z) = z^\delta \Gamma(\alpha + 1, \gamma + 1; z) + (1 + \alpha - \gamma) \Psi(\alpha + 1, \gamma; z), \quad (9.12.2)
\]

obtained by replacing \( \alpha \) by \( \alpha + 1 \) in (9.10.14). Carrying out the necessary calculations, we again arrive at the asymptotic representation (9.12.1), but this time with the condition \( \Re \alpha > -1 \). Repeating this argument, we see that (9.12.1) holds for arbitrary values of \( \alpha \). Moreover, by slightly modifying the method used to prove (9.12.1), we can replace the condition \( |\arg z| \leqslant \pi - \delta \) by the weaker condition \( |\arg z| \leqslant \pi - \delta \). Thus, finally, we arrive at the following asymptotic representation of \( \Psi(\alpha, \gamma; z) \) for large \( |z| \):

\[
\Psi(\alpha, \gamma; z) = z^{-\delta} \sum_{k=0}^{\infty} \frac{(-1)^k(\alpha)_k(1 + \alpha - \gamma)_k}{k!} z^{-k} + O(|z|^{-\infty}), \quad |\arg z| \leqslant \pi - \delta. \quad (9.12.3)
\]

The corresponding asymptotic representation of the function \( \Phi(\alpha, \gamma; z) \) can be deduced from (9.12.3) and the relation

\[
\Phi(\alpha, \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\alpha + \gamma)} e^{\pi i \eta} \Psi(\alpha, \gamma; z) + \frac{\Gamma(\gamma)}{\Gamma(\alpha)} e^{\pi i \eta} \Psi(\gamma - \alpha, \gamma; -z),
\]

\[
|\arg z| < \pi, \quad -z = ze^{\pi i}, \quad \gamma \neq 0, -1, -2, \ldots, \quad (9.12.4)
\]

which is the inverse of (9.10.3), where the plus sign is chosen if \( \Im z > 0 \) and the minus sign if \( \Im z < 0 \). To prove (9.12.4), we assume that \( \gamma \neq 0, 1, 2, \ldots \) and use (9.10.3):

\[
\Psi(\alpha, \gamma; z) = \frac{\Gamma(1 - \gamma)}{\Gamma(\alpha - \gamma + 1)} \Phi(\alpha, \gamma; z) + \frac{\Gamma(1 - \gamma)}{\Gamma(\alpha)} z^{1 - \gamma} \Phi(1 + \alpha - \gamma, 2 - \gamma; z). \quad (9.12.5)
\]

Replacing \( \alpha \) by \( \gamma - \alpha \) and \( z \) by \( -z = ze^{\pi i} \), we obtain

\[
e^{\pi i} \Psi(\gamma - \alpha, \gamma; -z) = \frac{\Gamma(1 - \gamma)}{\Gamma(1 - \alpha)} \Phi(\alpha, \gamma; z)
- \frac{\Gamma(1 - \gamma)}{\Gamma(1 - \alpha)} z^{1 - \gamma} \Phi(1 + \alpha - \gamma, 2 - \gamma; z), \quad (9.12.6)
\]

\(^{38}\) Instead of (9.11.6), use the integral representation

\[
\Psi(\alpha, \gamma; z) = \frac{1}{\Gamma(\alpha)} \int_0^{\infty} e^{-t z} t^{\gamma - 1} (1 + t) \, dt, \quad \Re \alpha > 0,
\]

where

\[
\theta = \begin{cases} 
\pi & \text{if } - (\pi - \delta) \leqslant \arg z \leqslant - \left( \frac{\pi}{2} - \delta \right), \\
\pi & \text{if } \frac{\pi}{2} - \delta \leqslant \arg z \leqslant \pi - \delta.
\end{cases}
\]
where we have used (9.11.2). Eliminating \( \Phi(1 + \alpha - \gamma, 2 - \gamma; z) \) from (9.12.5–6), we arrive at (9.12.4) after some simple calculations, where the validity of the result for positive integral values of \( \gamma \) follows from the principle of analytic continuation. Substituting (9.12.3) into (9.12.4), we find the desired asymptotic representation of \( \Phi(a, \gamma; z) \) for large \(|z|\):

\[
\Phi(a, \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\gamma - a)} e^{z \text{ei} \pi} z^{-a} \left[ \sum_{k=0}^{n} \frac{(-1)^{k}(a)_{k}(1 + \alpha - \gamma)_{k}}{k!} z^{-k} + O(|z|^{-n-1}) \right]
\]

\[
+ \frac{\Gamma(\gamma)}{\Gamma(a)} e^{-z \text{ei} \pi (\gamma-a)} \left[ \sum_{k=0}^{n} \frac{(\gamma - a)_{k}(1 - \alpha)_{k}}{k!} z^{-k} + O(|z|^{-n-1}) \right],
\]

\(|\text{arg } z| \leq \pi - \delta, \quad \gamma \neq 0, -1, -2, \ldots \) \hspace{1cm} (9.12.7)

As before, the plus sign corresponds to \( \text{Im } z > 0 \) and the minus sign to \( \text{Im } z < 0 \). If \(|\text{arg } z| \leq \frac{\pi}{2} - \delta\), the first term is small compared to the second, and (9.12.7) takes the form

\[
\Phi(a, \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(a)} e^{z \text{ei} \pi (\gamma-a)} \left[ \sum_{k=0}^{n} \frac{(\gamma - a)_{k}(1 - \alpha)_{k}}{k!} z^{-k} + O(|z|^{-n-1}) \right],
\]

\(|\text{arg } z| \leq \frac{\pi}{2} - \delta, \quad \alpha, \gamma \neq 0, -1, -2, \ldots \) \hspace{1cm} (9.12.8)

9.13. Representation of Various Functions in Terms of the Confluent Hypergeometric Functions

As we now show, various familiar functions of mathematical analysis are special cases of the confluent hypergeometric functions \( \Phi(a, \gamma; z) \) and \( \Psi(a, \gamma; z) \), corresponding to suitable choices of the parameters \( a, \gamma \) and the variable \( z \). Particular attention will be devoted to the special functions introduced in Chapters 2–5.

1. Elementary functions. Some typical relations involving elementary functions are

\[
\Phi(a, a; z) = \sum_{k=0}^{\infty} \frac{a^{k}}{k!} z^{k} = e^{a z},
\]

\[
\Phi(1, 2; z) = \sum_{k=0}^{\infty} \frac{z^{k}}{(k+1)!} = \frac{e^{z} - 1}{z},
\]

\[
\Phi(-2, 1; z) = 1 - 2z + \frac{1}{2}z^{2}.
\]
2. Error functions. It follows from (2.1.5) and (2.1.2) that the error function has the expansion
\[
\text{Erf } z = \sum_{k=0}^{\infty} \frac{(-1)^k z^{2k+1}}{k!(2k+1)} = z \sum_{k=0}^{\infty} \frac{(1/2)_k}{k!} (-z^2)^k,
\]
and hence
\[
\text{Erf } z = z \Phi \left( \frac{1}{2}, \frac{1}{2}; -z^2 \right). \quad (9.13.1)
\]
Similarly, the complementary error function (2.1.6) can be written in the form
\[
\text{Erfc } z = \int_z^{\infty} e^{-t^2} \, dt = \frac{1}{2} z e^{-z^2} \int_0^{\infty} \frac{e^{-st}}{\sqrt{1+s}} \, ds,
\]
if we set \( t = z \sqrt{1+s} \). Then, according to the integral representation (9.11.6),
\[
\text{Erfc } z = \frac{1}{2} z e^{-z^2} \Psi(1, \frac{3}{2}; z^2),
\]
or
\[
\text{Erfc } z = \frac{1}{2} e^{-z^2} \Psi(\frac{1}{2}, \frac{1}{2}; z^2), \quad |\arg z| < \frac{\pi}{2}, \quad (9.13.2)
\]
where we have used (9.10.8).

3. The function \( F(z) \). Next we consider the function \( F(z) \), related to the probability integral of imaginary argument (see Sec. 2.3). It follows from (2.3.4) that
\[
F(z) = \sum_{k=0}^{\infty} \frac{(-1)^k 2^{2k+1} z^{2k+1}}{1 \cdot 3 \cdots (2k+1)} = z \sum_{k=0}^{\infty} \frac{(1/2)_k}{k!(1/2)_k} (-z^2)^k,
\]
and hence
\[
F(z) = z \Phi(1, \frac{1}{2}; -z^2). \quad (9.13.3)
\]

4. Fresnel integrals. Combining (2.4.6), (2.1.5) and (9.13.1), we find that
\[
C(z) = \frac{z}{2} \left[ \Phi \left( \frac{1}{2}, \frac{3}{2}; \frac{\pi i z^2}{2} \right) + \Phi \left( \frac{1}{2}, \frac{3}{2}; -\frac{\pi i z^2}{2} \right) \right],
\]
\[
S(z) = \frac{z}{2i} \left[ \Phi \left( \frac{1}{2}, \frac{3}{2}; \frac{\pi i z^2}{2} \right) - \Phi \left( \frac{1}{2}, \frac{3}{2}; -\frac{\pi i z^2}{2} \right) \right]. \quad (9.13.4)
\]

5. The exponential integral. By definition,
\[
\text{Ei}(-z) = - \int_z^{\infty} \frac{e^{-t}}{t} \, dt, \quad |\arg z| < \pi
\]

---

\[9.13.4\] In the derivation we assume that \( z > 0 \), and then use analytic continuation to extend (9.13.2) into the domain \( |\arg z| < \pi/2 \).
[cf. (3.1.2)], and hence, setting \( t = z(1 + s) \) and using the integral representation (9.11.6), we have

\[
\text{Ei}(-z) = -e^{-z} \int_0^\infty \frac{e^{-\xi z}}{1 + s} \, ds = -e^{-z} \Psi(1, 1; z),
\]

or

\[
\text{Ei}(z) = -e^z \Psi(1, 1; -z), \quad |\arg(-z)| < \pi. \tag{9.13.5}
\]

6. The sine and cosine integrals. Combining (3.3.6) and (9.13.5), we find that

\[
\text{Ci}(z) = -\frac{1}{2} e^{-iz} \Psi(1, 1; ze^{\pi i/2}) - \frac{1}{2} e^{iz} \Psi(1, 1; ze^{-\pi i/2}), \quad |\arg z| < \frac{\pi}{2},
\]

\[
\text{Si}(z) = \frac{\pi}{2} + \frac{1}{2i} e^{-iz} \Psi(1, 1; ze^{\pi i/2}) - \frac{1}{2i} e^{iz} \Psi(1, 1; ze^{-\pi i/2}), \quad |\arg z| < \frac{\pi}{2}. \tag{9.13.6}
\]

7. The logarithmic integral. It is an immediate consequence of (3.4.3) and (9.13.5) that

\[
\text{li}(z) = -z \Phi(1, 1; -\log z), \quad |\arg z| < \pi, \quad |\arg(1 - z)| < \pi. \tag{9.13.7}
\]

8. Hermite polynomials. According to (4.9.2), the even Hermite polynomials can be written in the form

\[
H_{2n}(z) = \sum_{k=0}^{n} (-1)^k \frac{(2n)!}{k!(2n-2k)!} (2z)^{2n-2k} = (-1)^n (2n)! \sum_{k=0}^{n} \frac{(-1)^k (2z)^{2k}}{(2k)!} = (-1)^n \frac{(2n)!}{n!} \sum_{k=0}^{n} \frac{(-n)_k (2z)^{2k}}{(k)!},
\]

since

\[
(2k)! = 2^{2k} (k)!,
\]

and therefore

\[
H_{2n}(z) = (-1)^n \frac{(2n)!}{n!} \Phi(-n, \frac{1}{2}; z^2). \tag{9.13.8}
\]

For the odd Hermite polynomials we have the analogous formula

\[
H_{2n+1}(z) = (-1)^n \frac{(2n + 1)!}{n!} 2z \Phi(-n, \frac{1}{2}; z^2). \tag{9.13.9}
\]

9. Laguerre polynomials. It follows from (4.17.2) that

\[
L_n^\alpha(z) = \sum_{k=0}^{\infty} \frac{\Gamma(n + \alpha + 1)}{k!(n + \alpha + 1) k!(n - k)!} \frac{(-z)^k}{n!} = \frac{(\alpha + 1)_n}{n!} \sum_{k=0}^{\infty} \frac{(-n)_k z^k}{k!},
\]

and hence

\[
L_n^\alpha(z) = \frac{(\alpha + 1)_n}{n!} \Phi(-n, \alpha + 1; z). \tag{9.13.10}
\]
10. **Cylinder functions.** Assuming temporarily that \( \text{Re} \, \nu > - \frac{1}{2} \), we set \( s = \frac{1}{2} (1 + i) \) in the integral representation (5.10.3), obtaining

\[
J_\nu(z) = \frac{2^{\nu} (z/2)^{\nu} e^{-\frac{iz}{2}}}{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\nu + \frac{1}{2}\right)} \int_0^1 e^{2izs} s^{-\frac{1}{2}} (1 - s)^{-\frac{1}{2}} \, ds.
\]

Therefore, according to (9.11.1),

\[
J_\nu(z) = \frac{2^{\nu} (z/2)^{\nu} e^{-\frac{iz}{2}} \Gamma\left(\nu + \frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right) \Gamma(2\nu + 1)} \Phi(\nu + \frac{1}{2}, 2\nu + 1; 2iz),
\]

or

\[
J_\nu(z) = \frac{(z/2)^{\nu} e^{-\frac{iz}{2}} \Phi(\nu + \frac{1}{2}, 2\nu + 1; 2iz)}{\Gamma(2\nu + 1)} \text{ for } |\text{arg } z| < \pi, \quad (9.13.11)
\]

where we have used the duplication formula (1.2.3) for the gamma function. Then we use the principle of analytic continuation to show that (9.13.11) holds for arbitrary \( \nu \).

Similar representations can be obtained for the other cylinder functions. For example, it follows from (5.6.4), (9.13.11) and (9.10.3) that

\[
H_\nu^{(1)}(z) = - \frac{2i}{\sqrt{\pi}} e^{(z-\nu)(2z)^{\nu}} \Phi(\nu + \frac{1}{2}, 2\nu + 1; 2ze^{-n\pi i/2}), \quad -\frac{\pi}{2} < \text{arg } z < \pi, \quad (9.13.12)
\]

\[
H_\nu^{(2)}(z) = \frac{2i}{\sqrt{\pi}} e^{-(z-\nu)(2z)^{\nu}} \Phi(\nu + \frac{1}{2}, 2\nu + 1; 2ze^{n\pi i/2}), \quad -\pi < \text{arg } z < \frac{\pi}{2}, \quad (9.13.13)
\]

Then, using (5.7.6), we obtain the following representations of the Bessel functions of imaginary argument:

\[
I_\nu(z) = \frac{(z/2)^{\nu} e^{-z} \Phi(\nu + \frac{1}{2}, 2\nu + 1; 2z), \quad |\text{arg } z| < \pi, \quad (9.13.14)}{}
\]

\[
K_\nu(z) = \sqrt{\pi} (2z)^{\nu} e^{-z} \Phi(\nu + \frac{1}{2}, 2\nu + 1; 2z), \quad |\text{arg } z| < \pi. \quad (9.13.15)
\]

11. **Whittaker functions.** A class of functions related to the confluent hypergeometric functions, and often encountered in the applications, consists of the Whittaker functions, defined by the formulas

\[
M_{\kappa, \mu}(z) = z^{\mu + \frac{1}{2}} e^{-z/2} \Phi\left(\frac{1}{2} - k + \mu, 2\mu + 1; z\right), \quad |\text{arg } z| < \pi, \quad (9.13.16)
\]

\[
W_{\kappa, \mu}(z) = z^{\mu + \frac{1}{2}} e^{-z/2} \Phi\left(\frac{1}{2} - k + \mu, 2\mu + 1; z\right), \quad |\text{arg } z| < \pi.
\]

---

40 We also use formulas (9.11.2) and (1.2.2-3).
41 E. T. Whittaker and G. N. Watson, *op. cit.*, Chap. 16.

Consider the power series

\[
\sum_{k=0}^{\infty} \frac{\prod_{r=1}^{p} (a_r)_k}{\prod_{s=1}^{q} (\gamma_s)_k} \frac{z^k}{k!} = \sum_{k=0}^{\infty} \frac{\prod_{r=1}^{p} (a_r)_k \cdot \cdots \cdot (a_p)_k}{\prod_{s=1}^{q} (\gamma_1)_k \cdot \cdots \cdot (\gamma_q)_k} \frac{z^k}{k!}
\]  

(9.14.1)

where \( p \) and \( q \) are nonnegative integers \((p, q = 0, 1, 2, \ldots)\) satisfying the condition \( p \leq q + 1 \), \( z \) is a complex variable, \( a_r \) and \( \gamma_s \) are arbitrary parameters (except that \( \gamma_s \neq 0, -1, -2, \ldots \)), and \( (\lambda)_k = \Gamma(\lambda + k)/\Gamma(\lambda) \). Using the ratio test, we see at once that the radius of convergence of the series (9.14.1) equals \( \infty \) if \( p \leq q \) and 1 if \( p = q + 1 \). The sum of the series (9.14.1) is called the generalized hypergeometric function, and is denoted by the symbol

\[
_\mathrm{p}F_\mathrm{q}(\alpha_1, \ldots, \alpha_p; \gamma_1, \ldots, \gamma_q; z),
\]

or more concisely, by \(_pF_q(a_r; \gamma_s; z)\), i.e.,

\[
_\mathrm{p}F_\mathrm{q}(\alpha_1, \ldots, \alpha_p; \gamma_1, \ldots, \gamma_q; z) = \sum_{k=0}^{\infty} \frac{\prod_{r=1}^{p} (a_r)_k z^k}{\prod_{s=1}^{q} (\gamma_s)_k k!}
\]  

(9.14.2)

Clearly, \(_pF_q(a_r; \gamma_s; z)\) is an entire function of \( z \) if \( p \leq q \). The function \(_qF_1(a_r; \gamma_1; z)\) is originally defined only in the disk \(|z| < 1\), but can be extended outside this disk by using analytic continuation.

The following are the simplest generalized hypergeometric functions:

\[
_0F_0(a_1; \gamma_1; z) = \sum_{k=0}^{\infty} \frac{z^k}{k!} = e^z,
\]

\[
_1F_0(a_1; \gamma_1; z) = \sum_{k=0}^{\infty} \frac{(a_1)_k z^k}{k!} = (1 - z)^{-a_1},
\]

\[
_0F_1(a_1; \gamma_1; z) = \sum_{k=0}^{\infty} \frac{z^k}{(\gamma_1)_k k!} = \Gamma(\gamma_1)z^{-(\gamma_1 - 1)/2}I_{\gamma_1 - 1}(2z^{1/2}),
\]

\[
_1F_1(a_1; \gamma_1; z) = \sum_{k=0}^{\infty} \frac{(a_1)_k z^k}{(\gamma_1)_k k!} = \Phi(a_1, \gamma_1; z),
\]

\[
_2F_1(a_1, a_2; \gamma_1; z) = \sum_{k=0}^{\infty} \frac{(a_1)_k(a_2)_k}{(\gamma_1)_k k!} = F(a_1, a_2; \gamma_1; z).
\]

\[\text{As usual, the meaningless products } \prod_{r=1}^{0} \ldots, \prod_{s=1}^{0} \ldots, \text{ which appear when } p = 0 \text{ or } q = 0, \text{ are set equal to } 1.\]
The last two examples show that the hypergeometric functions considered in this chapter are special cases of the more general function (9.14.2).

Some features of the theory of ordinary hypergeometric functions can be carried over to the case of generalized hypergeometric functions. For example, it is easily seen that the function $u = {}_pF_q(x; \gamma; z)$ is a particular solution of the linear differential equation

$$
\left[ \delta \prod_{i=1}^{q} (\delta + \gamma_i - 1) - z \prod_{r=1}^{p} (\delta + \alpha_r) \right] u = 0 \tag{9.14.3}
$$

of order $q + 1$, where $\delta$ denotes the operator $z(d/\partial z)$.

This equation reduces to (9.10.1) if $p = q = 1$, and to the hypergeometric equation (9.2.16) of $p = 2, q = 1$. There is a well-developed theory of generalized hypergeometric functions, with appropriate recurrence relations, integral representations, etc.

PROBLEMS

1. Starting from the integral representation (9.1.6), prove that

$$
F(\alpha, \beta; \gamma; x + i0) - F(\alpha, \beta; \gamma; x - i0) = \frac{2\pi \Gamma(\gamma)}{\Gamma(\sigma)\Gamma(\gamma - \sigma - \beta)}(x - 1)^{-\sigma - \beta}F(\gamma - \alpha, \gamma - \beta; 1 + \gamma - \alpha - \beta; 1 - x),
$$

for $x > 1$, $\gamma \neq 0, -1, -2, \ldots$

**Hint.** During the proof, assume that $\Re \sigma < 1$, $\Re \gamma > \Re \beta > 0$, and then use analytic continuation.

**Comment.** This formula shows why the cut $[1, \infty]$ is necessary in defining $F(\alpha, \beta; \gamma; z)$ for $\alpha, \beta \neq 0, -1, -2, \ldots$

2. Derive the formulas

$$
\frac{d}{dz}(z^\sigma F(a + 1)) = az^{\sigma - 1}F(a + 1), \quad \frac{d}{dz}(z^{-\sigma}F) = (\gamma - 1)z^{-\sigma}F(\gamma - 1),
$$

where the notation is the same as in Sec. 9.2.

3. Prove the following identities:

$$
F(\alpha, \beta; \alpha + \beta + 1; \frac{1}{2}) = \frac{\Gamma(\alpha + \beta + 1)}{\Gamma(\alpha + 1)\Gamma(\beta + 1)} \Gamma(1 + \alpha - \beta), \quad \alpha + \beta + \frac{1}{2} \neq 0, -1, -2, \ldots,
$$

$$
F(\alpha, \beta; 1 + \alpha - \beta; -1) = 2^{-\alpha} \frac{\Gamma(1 + \alpha - \beta)\Gamma(\frac{1}{2})}{\Gamma(1 - \beta + \frac{\alpha}{2})\Gamma(\frac{1}{2} + \frac{\alpha}{2})},
$$

for $1 + \alpha - \beta \neq 0, -1, -2, \ldots$

---

43 Note that applying $\delta$ to $u$ corresponds to multiplying $u$ by $k$.

4. Show that the hypergeometric polynomials \( F(-n, \beta; \gamma; z) \) \((n = 0, 1, 2, \ldots, \gamma \neq 0, -1, -2, \ldots)\) can be defined as the expansion coefficients of the generating function

\[
w(z, t) = (1 - t)^{\alpha - \gamma}(1 - t + zt)^{- \beta} = \sum_{n=0}^{\infty} \frac{\gamma^n}{n!} F(-n, \beta; \gamma; z)t^n,
\]

where \(|t| < \min(1, |z - 1|^{-1})

5. Derive the integral representation

\[
\frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\gamma)} F(\alpha, \beta; \gamma; z) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{\Gamma(\alpha + s)\Gamma(\beta + s)\Gamma(-s)}{\Gamma(\gamma + s)} (-z)^s ds,
\]

where \( \Re \alpha > 0, \Re \beta > 0, |\arg(-z)| < \pi, \gamma \neq 0, -1, -2, \ldots \)

**Hint.** Complete the contour of integration on the right with the arc of a circle of radius \( R_\alpha = n + \frac{1}{2} (n \to \infty) \), and then use residue theory.

**Comment.** The restrictions imposed on the parameters can be eliminated by suitably deforming the contour of integration.\(^{45}\)

6. Using term-by-term integration, verify the following formulas:

\[
F(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(c)\Gamma(\gamma - c)} \int_0^1 t^{c-1}(1 - t)^{\gamma - c - 1} F(c, \beta; \gamma; zt) dt,
\]

where \( \Re \gamma > \Re c > 0, |\arg(1 - z)| < \pi \)

\[
F(\alpha, \beta; \gamma + 1; z) = \frac{\Gamma(\gamma + 1)}{\Gamma(\gamma)} \int_0^1 F(\alpha, \beta; \gamma; zt)(1 - t)^{-\gamma} dt,
\]

where \( \Re \gamma > 0, |\arg(1 - z)| < \pi \)

7. By analogy with Sec. 9.10, the hypergeometric function of the second kind \( G(\alpha, \beta; \gamma; z) \) can be defined as

\[
G(\alpha, \beta; \gamma; z) = F(\alpha, \beta; \gamma + 1; z) + \frac{\Gamma(\gamma - 1)}{\Gamma(\alpha)\Gamma(\beta)} z^{1-\gamma} F(1 + \alpha - \gamma, 1 + \beta - \gamma; 2 - \gamma; z),
\]

where \(|\arg z| < \pi, |\arg(1 - z)| < \pi, \gamma \neq 0, \pm 1, \pm 2, \ldots \)

Prove that \( G(\alpha, \beta; \gamma; z) \) satisfies the relation

\[
G(\alpha, \beta; \gamma; z) = z^{1-\gamma} G(\alpha - \gamma + 1, \beta - \gamma + 1; 2 - \gamma; z).
\]

8. Repeating the considerations of Sec. 9.10, show that \( G(\alpha, \beta; \gamma; z) \) is an entire function of \( \alpha, \beta, \gamma \), and derive the formula

\[
G(\alpha, \beta; n + 1; z) = \frac{(-1)^{n+1}}{\Gamma(\alpha - n)\Gamma(\beta - n)} \sum_{k=0}^{n} \frac{(\alpha)_{n-k}(\beta)_{n}}{(n+k)!} z^k \times [\psi'(-n) + \psi'(\alpha + n + k) - \psi'(1 + n + k) - \psi(n + 1 + k) + \log z]
\]

\[
+ \frac{1}{\Gamma(\alpha)\Gamma(\beta)} \sum_{k=0}^{n-1} (-1)^{k+1}(n-k-1)(\alpha - n)_{k}(\beta - n)_{k} z^{k+1},
\]

where \(|\arg z| < \pi, |z| < 1, n = 0, 1, 2, \ldots, \alpha, \beta \neq 0, -1, -2, \ldots \)

---

9. Prove that the functions $F(x, \beta; \gamma; z)$ and $G(x, \beta; \gamma; z)$ are a pair of solutions of the hypergeometric equation (9.2.16) with Wronskian

$$W(F(x, \beta; \gamma; z), G(x, \beta; \gamma; z)) = -\frac{\Gamma(\gamma)}{\Gamma(\delta)} z^{-\gamma} (1 - z)^{-x - \delta - 1},$$

$$|\arg (1 - z)| < \pi, \quad |\arg z| < \pi, \quad \gamma \neq 0, -1, -2, \ldots$$

Comment. It follows that the two solutions are linearly independent if $x, \beta \neq 0, -1, -2, \ldots$

10. Find differentiation formulas and recurrence relations for the function $G(x, \beta; \gamma; z)$.

Hint. Use the corresponding relations for the function $F(x, \beta; \gamma; z)$.

11. Derive the integral representation

$$\frac{\Gamma(x)}{\Gamma(x+\beta)} \Phi(x, \gamma; z) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{\Gamma(s + x)\Gamma(-s)}{\Gamma(s + \beta)} (z)^s ds,$$

Re $x > 0$, $-\Re x < c < 0$, $\gamma \neq 0, -1, -2, \ldots$ $|\arg (-z)| < \frac{\pi}{2}$

Hint. Use residue theory.

12. Derive the integral representation

$$\Phi(x, \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(x)} e^{\gamma x (1 - \gamma)} \int_{0}^{\infty} e^{-t} t^{\frac{1}{2}(1 - \gamma + x)} J_{\gamma - 1}(2\sqrt{zt}) dt.$$

Re $(\gamma - x) > 0$, $|\arg z| < \pi$, $\gamma \neq 0, -1, -2, \ldots$

Hint. Expand the Bessel function in power series, and then integrate term by term.

13. Derive the integral representation

$$\Psi(x, \gamma; z) = \frac{2\gamma^x - \gamma^{1/2}}{\Gamma(x)} e^{-t} (1 - t)^{-x - \gamma - 1} K_{\gamma - 1}(2\sqrt{zt}) dt,$$

Re $x > 0$, Re $(x - \gamma) > -1$, $|\arg z| < \pi$,

where $K_{\gamma}(z)$ is Macdonald's function.

14. Prove the formulas

$$\Phi(x, \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\gamma - c)} \int_{0}^{1} e^{t(1 - t)^{-x - \gamma - 1}} \Phi(x, c; zt) dt,$$

Re $\gamma > \Re c > 0$,

$$\Phi(x, \gamma + 1; z) = \gamma \int_{0}^{1} \Phi(x, \gamma; zt) t^{-\gamma - 1} dt, \quad \Re \gamma > 0.$$

15. Show that the Laplace transform of $\Phi(x, \gamma; z)$ is

$$\mathcal{L}_x(\Phi(x, \gamma; z)) = \frac{1}{p} F \left( a, 1; \gamma; \frac{1}{p} \right),$$
16. Verify that the Whittaker functions $M_{\kappa, \mu}(z)$ and $W_{\kappa, \mu}(z)$ are a pair of solutions of Whittaker's equation

$$u'' + \left( -\frac{1}{4} + \frac{k}{z} + \frac{\mu}{z^2} \right) u = 0,$$

with Wronskian

$$W(M_{\kappa, \mu}(z), W_{\kappa, \mu}(z)) = -\frac{\Gamma(2\mu + 1)}{\Gamma(\frac{1}{2} - k + \mu)}, \quad 2\mu + 1 \neq 0, -1, -2, \ldots$$

*Hint.* Use the definitions (9.13.16).

17. Derive the integral representation $^{46}$

$$W_{\kappa, \mu}(z) = \frac{z^\mu e^{-\frac{1}{2}z^2}}{\Gamma(\mu - k + \frac{1}{2})} \int_0^\infty e^{-\mu t - \frac{1}{2}t^2} \left( 1 + \frac{t}{z} \right)^{\mu - k - \frac{1}{2}} dt,$$

$$\text{Re} \left( \mu - k + \frac{1}{2} \right) > 0, \quad |\arg z| < \pi.$$

18. Using the result of the preceding problem, prove the asymptotic formula

$$W_{\kappa, \mu}(z) \approx e^{-\frac{1}{2}z^2} z^\mu, \quad |z| \to \infty, \quad |\arg z| \leq \pi - \delta.$$

19. Using the results of Sec. 9.13, derive the following representations of various special functions in terms of $W_{\kappa, \mu}(z)$:

$$\text{Erfc } z = \frac{1}{\sqrt{\pi}} e^{-\frac{1}{2}z^2} W_{-\frac{1}{2}, 0}(z^2), \quad |\arg z| < \frac{\pi}{2},$$

$$\text{Ei } (z) = -\frac{1}{\sqrt{-z}} e^{z^2} W_{-\frac{1}{2}, 0}(-z), \quad |\arg (-z)| < \pi,$$

$$\text{li } (z) = -\frac{z}{\sqrt{-\log z}} W_{-\frac{1}{2}, 0}(-\log z), \quad |\arg z| < \pi, \quad |\arg (1 - z)| < \pi,$$

$$K_\nu(z) = \frac{\pi}{\sqrt{2} z} W_{0, \nu}(2z), \quad |\arg z| < \pi.$$

20. Prove that

$$\frac{d}{dz} {}_pF_q(x_1; \gamma_1; z) = \prod_{r=1}^p x_r \times \frac{\prod_{r=1}^q \gamma_r}{\prod_{r=p+1}^q \gamma_r} {}_pF_q(x_r + 1; \gamma_r + 1; z).$$

21. Prove that

$$\sum_{p+1}^q \frac{\Gamma(\gamma_{p+1})}{\Gamma(\gamma_{q+1} - \beta_{p+1})} \int_0^1 t^{\beta_{p+1} - 1} (1 - t)^{\gamma_{q+1} - \alpha_{p+1} - 1} P_{q+p+1}(x_1, \ldots, x_q; z) dt,$$

where $|\arg (1 - z)| < \pi$ if $p = q + 1$.

22. Derive the formula

$$[F(x, \beta; \alpha + \beta + \frac{1}{2}; z)]^2 = \sum_{k=0}^\infty \left( \begin{array}{c} 2k + 1 \beta \alpha + \beta + \frac{1}{2} \end{array} \right)_k [F(x, \beta; \alpha + \beta + \frac{1}{2}; z)].$$

Hint. Find a third-order linear differential equation satisfied by the square of the function $F(\alpha, \beta; \alpha + \beta + \frac{1}{4}; z)^{47}$ and show that the function

$$
_{2}F_{2}
\left(
\begin{array}{c}
2\alpha, 2\beta; \\
\alpha + \beta; \\
\alpha + \beta + \frac{1}{4}; \\
2\alpha + 2\beta
\end{array}
\right)
$$

is the solution of this equation which is analytic in a neighborhood of the point $z = 0$.

---
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PARABOLIC CYLINDER FUNCTIONS

10.1. Separation of Variables in Laplace's Equation in Parabolic Coordinates

To solve the boundary value problems of potential theory for a domain whose surface is an infinite parabolic cylinder, it is appropriate to use a coordinate system such that the cylinder corresponds to a constant value of one of the coordinates. Thus, let $x$, $y$ and $z$ be a system of rectangular coordinates with the $x$-axis parallel to the generator of the cylinder and the $y$-axis along the axis of symmetry of any one of the parabolas in which the planes perpendicular to the $z$-axis intersect the cylinder. Choosing the origin at the focus of this parabola, we introduce a three-dimensional system of parabolic coordinates $\alpha$, $\beta$, $z$, related to the rectangular coordinates $x$, $y$, $z$ by the formulas

\[ x = \frac{c}{2}(\alpha^2 - \beta^2), \quad y = c\alpha\beta, \quad z = z, \]  

(10.1.1)

where

\[-\infty < \alpha < \infty, \quad 0 \leq \beta < \infty, \quad -\infty < z < \infty,\]

and $c > 0$ is a scale factor. The corresponding triply orthogonal system of surfaces consists of the parabolic cylinders $\alpha = \text{const}$ with foci at the origin,\(^1\) described by the equation

\[ y^2 = -2c\alpha^2 \left( x - \frac{c\alpha^2}{2} \right). \]  

(10.1.2)

\(^1\) The surface $\alpha = \text{const} > 0$, is the half of the parabolic cylinder (10.1.2) with $y > 0$, and the surface $\alpha = -\text{const}$ is the other half, as indicated in Figure 38.
the parabolic cylinders \( \beta = \text{const} \) with foci at the origin, described by the equation
\[
y^2 = 2c\beta^2 \left( x + \frac{c\beta^2}{2} \right),
\]
and the planes \( z = \text{const} \) (see Figure 38). In particular, given a parabolic cylinder with equation
\[
y^2 = 2p \left( x + \frac{p}{2} \right)
\]
in standard form, suppose we choose the product \( c\beta \) equal to \( p \). Then the cylinder (10.1.4) has equation \( \beta = \beta_0 \) in the coordinates \( x, \beta, z \), and the domain inside the cylinder to the values \( 0 \leq \beta < \beta_0 \), while the domain outside the cylinder corresponds to the values \( \beta_0 < \beta < \infty \).

![Figure 38](image)

It is an immediate consequence of (10.1.1) that the square of the element of arc length in the coordinates \( x, \beta, z \) is
\[
\begin{align*}
ds^2 &= c^2 (\alpha^2 + \beta^2) \left( d\alpha^2 + d\beta^2 \right) + dz^2. \\
&= h_a \alpha^2 + h_\beta \beta^2 + h_z z^2.
\end{align*}
\]
Therefore the metric coefficients are
\[
h_a = h_\beta = c\sqrt{\alpha^2 + \beta^2}, \quad h_z = 1,
\]
\(^2\) Here \( p \) is the distance from the focus (at the origin) to the directrix.
and Laplace’s equation takes the form [cf. (8.1.3)]
\[
\nabla^2 u = \frac{1}{c^4(x^2 + \beta^2)} \left[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial \beta^2} + c^2(x^2 + \beta^2) \frac{\partial^2 u}{\partial z^2} \right] = 0. \tag{10.1.6}
\]

Now suppose we look for solutions of (10.1.6) of the form
\[
u = A(x)B(\beta)Z(z). \tag{10.1.7}
\]

Then the variables separate, and we obtain
\[
\frac{1}{c^4(x^2 + \beta^2)} \left[ \frac{1}{A} \frac{d^2 A}{dx^2} + \frac{1}{B} \frac{d^2 B}{d\beta^2} \right] = \frac{1}{Z} \frac{d^2 Z}{dz^2} = \lambda^2,
\]
where \(\lambda\) is an arbitrary constant. It follows that
\[
\frac{d^2 Z}{dz^2} + \lambda^2 Z = 0,
\]
\[
\frac{1}{A} \frac{d^2 A}{dx^2} + \frac{1}{B} \frac{d^2 B}{d\beta^2} = \lambda^2 c^2(x^2 + \beta^2) = 0.
\]

The last equation, in turn, can hold only if
\[
\frac{d^2 A}{dx^2} + (\mu - \lambda^2 c^2x^2)A = 0, \tag{10.1.9}
\]
\[
\frac{d^2 B}{d\beta^2} - (\mu + \lambda^2 c^2\beta^2)B = 0, \tag{10.1.10}
\]

where \(\mu\) is again a constant. Thus Laplace’s equation has infinitely many solutions of the form (10.1.7), depending on two arbitrary parameters \(\lambda\) and \(\mu\).

In most physical problems, the parameter \(\lambda\) is a positive real number (cf. Sec. 9.10). Then, introducing new variables
\[
\xi = \sqrt{\lambda c} x, \quad \eta = \sqrt{\lambda c} \beta, \quad -\infty < \xi < \infty, \quad 0 < \eta < \infty,
\]
and a new parameter \(\nu\) related to \(\mu\) by the formula
\[
\mu = \lambda c(2\nu + 1),
\]

we reduce equations (10.1.9–10) to the form
\[
\frac{d^2 A}{d\xi^2} + (2\nu + 1 - \xi^2)A = 0, \tag{10.1.11}
\]
\[
\frac{d^2 B}{d\eta^2} - (2\nu + 1 + \eta^2)B = 0. \tag{10.1.12}
\]

10.2. Hermite Functions

We now investigate equations (1.10.11–12), which, as just shown, arise when separating Laplace’s equation in parabolic coordinates. Clearly, the problem reduces to studying the linear differential equation
\[
u'' + (2\nu + 1 - \xi^2)u = 0 \tag{10.2.1}
\]
for arbitrary real or complex \(z\) and \(v\). If we make the substitution
\[
u = e^{-z^2/2t},
\]
(10.2.1) goes into the equation
\[
u'' - 2z
\nu' + 2v \nu = 0,
\]
which for nonnegative integral \(v = n\) \((n = 0, 1, 2, \ldots)\) is just the differential equation (4.10.4) for the Hermite polynomials studied in Chapter 4. Therefore, in the case where the parameter \(v\) is arbitrary, it is natural to call the solutions of (10.2.3) Hermite functions, while the corresponding solutions of (10.2.1) are called parabolic cylinder functions.\(^{3}\)

The Hermite functions can be expressed in terms of the confluent hypergeometric function \(\Phi(a, \gamma; z)\). In fact, if we choose \(t = z^2\) as a new independent variable, equation (10.2.3) goes into
\[
t \frac{d^2 \nu}{dt^2} + \left( \frac{1}{2} - t \right) \frac{d \nu}{dt} + \frac{v}{2} \nu = 0,
\]
which is the special case of equation (9.10.1) corresponding to the parameter values
\[
\alpha = -\frac{v}{2}, \quad \gamma = \frac{1}{2}.
\]
Therefore, according to (9.10.2), the general solution of the differential equation (10.2.4) is
\[
\nu = A\Phi\left(-\frac{v}{2}; \frac{1}{2}; t\right) + B\sqrt{t}\Phi\left(1 - \frac{v}{2}; \frac{3}{2}; t\right),
\]
or
\[
\nu = A\Phi\left(-\frac{v}{2}; \frac{1}{2}; z^2\right) + Bz\Phi\left(1 - \frac{v}{2}; \frac{3}{2}; z^2\right),
\]
after returning to the original variable \(z\). In particular, choosing the constants \(A\) and \(B\) to be
\[
A = \frac{2^{\gamma} \Gamma(\frac{1}{2})}{\Gamma\left(1 - \frac{v}{2}\right)}, \quad B = \frac{2^{\gamma} \Gamma(-\frac{1}{2})}{\Gamma\left(-\frac{v}{2}\right)},
\]

\(^{3}\) The definition given here differs somewhat from that prevalent in the literature (see the Bateman Manuscript Project, Higher Transcendental Functions, Vol. 2, Chap. 8), where the term parabolic cylinder function refers to a solution of the equation
\[
u'' + \left(v + \frac{1}{2} - \frac{z^2}{4}\right) \nu = 0,
\]
which reduces to (10.2.1) if we make the substitution \(z = \sqrt{2}t\). One of the solutions of this equation is the function \(D_v(z)\), related to our function \(H_v(z)\) [see (10.2.8)] by the formula
\[
D_v(z) = 2^{-v/2}e^{-z^2/4}H_v\left(\frac{z}{\sqrt{2}}\right).
\]
we arrive at the solution
\[
v = H_v(z) = \frac{2^v \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{1 - v}{2}\right)} \, \Phi\left(-\frac{v}{2}, \frac{1}{2}; z^2\right) + \frac{2^v \Gamma\left(-\frac{v}{2}\right)}{\Gamma\left(-\frac{v}{2}\right)} \, z \Phi\left(\frac{1 - v}{2}, \frac{3}{2}; z^2\right),
\]
(10.2.8)

which we call the Hermite function (of degree \(v\)).\(^4\) It follows from (10.2.8) and the known properties of the gamma function and the confluent hypergeometric function that \(H_v(z)\) is an entire function both of the variable \(z\) and the parameter \(v\).

If \(v = n\) (\(n = 0, 1, 2, \ldots\)), one of the terms in (10.2.8) vanishes and the other reduces to a polynomial in \(z\). Using formulas (1.2.1–3) from the theory of the gamma function, we find after some simple calculations that
\[
H_{2m}(z) = (-1)^m \frac{(2m)!}{m!} \Phi(-m, \frac{1}{2}; z^2),
\]
\[
H_{2m+1}(z) = (-1)^m \frac{(2m + 1)!}{m!} 2z \Phi(-m, \frac{3}{2}; z^2).
\]
(10.2.9)

Comparing these formulas with (9.13.8–9), we see that if \(v = n\), the function \(H_v(z)\) reduces to the Hermite polynomial of degree \(n\).

If \(v \neq 0, 1, 2, \ldots\), the general solution of equation (10.2.3) can be expressed in terms of Hermite functions. In fact, since equation (10.2.3) does not change if we replace \(z\) by \(-z\), the function \(v_2 = H_v(-z)\), as well as the function \(v_1 = H_v(z)\), is a solution of (10.2.3). By the usual method (cf. Sec. 5.9), it is easily shown that the pair of solutions \(v_1, v_2\) has a Wronskian of the form
\[
W\{v_1, v_2\} = Ce^{z^2},
\]
where \(C\) is a constant. Setting \(z = 0\) and taking account of the formulas
\[
H_v(0) = \frac{2^v \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{1 - v}{2}\right)}, \quad H_v(0) = \frac{2^v \Gamma\left(-\frac{v}{2}\right)}{\Gamma\left(-\frac{v}{2}\right)},
\]
(10.2.10)

which are immediate consequences of (10.2.8), we find that
\[
C = W\{v_1, v_2\}_{z=0} = -\frac{2^{v+1} \Gamma\left(\frac{1}{2}\right) \Gamma\left(-\frac{v}{2}\right)}{\Gamma\left(\frac{1 - v}{2}\right) \Gamma\left(-\frac{v}{2}\right)} \frac{2^{v+1} \sqrt{\pi}}{\Gamma(-v)},
\]

\(^4\) It should be noted that according to (9.10.3), the Hermite function \(H_v(z)\) bears the following simple relation to the confluent hypergeometric function of the second kind:
\[
H_v(z) = 2^v \Psi\left(-\frac{v}{2}, \frac{1}{2}; z^2\right).
\]
where in the last step we have used formulas (1.2.2-3) from the theory of the gamma function. It follows that

\[ W(H_\nu(z), H_{\nu}(-z)) = \frac{2^{\nu+\frac{1}{2}} \sqrt{\pi}}{\Gamma(-\nu)} e^{iz}. \]  

(10.2.11)

Therefore, if \( \nu \neq 0, 1, 2, \ldots \), the solutions \( H_\nu(z) \) and \( H_{\nu}(-z) \) are linearly independent and the general solution of (10.2.3) can be written in the form

\[ \nu = MH_\nu(z) + NH_{\nu}(-z). \]  

(10.2.12)

However, suppose \( \nu = n \) (\( n = 0, 1, 2, \ldots \)), so that \( W \equiv 0 \). Then \( H_\nu(z) \) and \( H_{\nu}(-z) \) are linearly dependent, and in fact,

\[ H_\nu(-z) = (-1)^n H_\nu(z). \]  

(10.2.13)

Therefore the right-hand side of (10.2.12) is no longer the general solution of (10.2.3).

To obtain an expression for the general solution of (10.2.3) which is suitable for arbitrary values of the parameter \( \nu \), we first observe that the substitution

\[ \nu = e^{iz}, \quad \zeta = iz \]

transforms (10.2.3) into the equation

\[ w'' - 2\zeta w' - 2(\nu + 1)w = 0, \]  

(10.2.14)

which is the same as (10.2.3) except that \( \nu \) has been replaced by \( -\nu - 1 \). It follows that the functions

\[ v_3 = e^{iz} H_{-\nu-1}(iz), \quad v_4 = e^{iz} H_{-\nu-1}(-iz) \]  

(10.2.15)

are also solutions of equation (10.2.3). Calculating the Wronskians

\[ W(H_\nu(z), e^{iz} H_{-\nu-1}(iz)) = e^{2iz + (\nu + 1)iz}, \]
\[ W(H_\nu(z), e^{iz} H_{-\nu-1}(-iz)) = e^{2iz + (\nu + 1)iz}, \]  

(10.2.16)

we find that each of the solutions (10.2.15) is linearly independent of \( H_\nu(z) \). Therefore, for arbitrary \( \nu \), the general solution of (10.2.3) can be written in either of the following equivalent forms:

\[ \nu = MH_\nu(z) + Ne^{iz} H_{-\nu-1}(iz) = PH_\nu(z) + Qe^{iz} H_{-\nu-1}(-iz). \]  

(10.2.17)

Finally, comparing (10.2.17) and (10.2.2), we find the following expressions for the general parabolic cylinder function:

\[ u = Me^{-\nu^2/2} H_{\nu}(z) + Ne^{\nu^2/2} H_{-\nu-1}(iz) \]
\[ = Pe^{-\nu^2/2} H_{\nu}(z) + Qe^{\nu^2/2} H_{-\nu-1}(-iz). \]  

(10.2.18)
10.3. Some Relations Satisfied by the Hermite Functions

In the preceding section, it was shown that each of the functions

\[ v_1 = H_\nu(z), \quad v_2 = e^{\nu^2}H_{\nu-1}(iz), \]
\[ v_3 = H_\nu(-z), \quad v_4 = e^{\nu^2}H_{\nu-1}(-iz) \]

is a solution of equation (10.2.3). Since a second-order linear differential equation cannot have three linearly independent solutions, it must be possible to write each of the functions (10.3.1) as a linear combination of any two others. In particular, if \( \nu \neq -1, -2, \ldots \), there must exist a relation of the form

\[ H_\nu(z) = Me^{\nu^2}H_{\nu-1}(iz) + Ne^{\nu^2}H_{\nu-1}(-iz). \]  

To determine the constants \( M \) and \( N \), we use the conditions (10.2.10), obtaining the system of equations

\[ M + N = \frac{2^{\nu+1}\Gamma\left(1 + \frac{\nu}{2}\right)}{\Gamma\left(\frac{1 - \nu}{2}\right)}, \quad M - N = \frac{2^{\nu+1}\Gamma\left(1 + \frac{\nu}{2}\right)}{i\Gamma\left(\frac{1 - \nu}{2}\right)}. \]  

Transforming the right-hand sides of these equations by using formulas (1.2.2–3) from the theory of the gamma function, we find that

\[ M + N = \frac{2^{\nu+1}\Gamma(\nu + 1)}{\sqrt{\pi}} \cos \frac{\nu\pi}{2}, \quad M - N = \frac{2^{\nu+1}\Gamma(\nu + 1)}{\sqrt{\pi}} i \sin \frac{\nu\pi}{2}. \]  

Solving the system (10.3.3) and substituting the resulting values of \( M \) and \( N \) into (10.3.2), we arrive at the relation

\[ H_\nu(z) = \frac{2^\nu\Gamma(\nu + 1)}{\sqrt{\pi}} e^{\nu^2} [e^{\nu^2/2}H_{\nu-1}(iz) + e^{-\nu^2/2}H_{\nu-1}(-iz)]. \]  

Formula (10.3.4) remains valid for negative integral \( \nu \) if we take the right-hand side to mean its limit as \( \nu \to -n \) \((n = 1, 2, \ldots)\). Replacing \( z \) by \(-z\) in (10.3.4), we obtain the relation

\[ H_\nu(-z) = \frac{2^\nu\Gamma(\nu + 1)}{\sqrt{\pi}} e^{\nu^2} [e^{\nu^2/2}H_{\nu-1}(-iz) + e^{-\nu^2/2}H_{\nu-1}(iz)]. \]  

\(^5\) If \( \nu \neq -1, -2, \ldots \), then

\[ W(e^{\nu^2}H_{\nu-1}(iz), e^{\nu^2}H_{\nu-1}(-iz)) = \frac{i\sqrt{\pi}}{2^\nu\Gamma(\nu + 1)} e^{\nu^2} \neq 0. \]
Further relations can be deduced from (10.3.4–5) by purely algebraic operations. For example, we have

\[ H_v(z) = e^{\pi i} H_{-v}(-z) + \frac{2^{v+1} \sqrt{\pi}}{\Gamma(-v)} e^{2z} \frac{1}{\sqrt{\pi (v + 1)}} H_{-v-1}(-iz), \quad (10.3.6) \]

\[ H_v(z) = e^{-\pi i} H_{-v}(-z) + \frac{2^{v+1} \sqrt{\pi}}{\Gamma(-v)} e^{2z} \frac{1}{\sqrt{\pi (v + 1)}} H_{-v-1}(iz), \quad (10.3.7) \]

and so on.

10.4. Recurrence Relations for the Hermite Functions

The Hermite function \( H_v(z) \) satisfies simple recurrence relations which generalize the corresponding formulas for Hermite polynomials (see Sec. 4.10) to the case where the degree \( v \) is an arbitrary complex number. To derive these recurrence relations, we first make a preliminary transformation of (10.2.8), which leads to a simple power series representation of \( H_v(z) \). Replacing the hypergeometric functions in (10.2.8) by their explicit series representations [cf. (9.9.1)], and using the formulas

\[ \Gamma\left( -\frac{3}{2} \right) \Gamma\left( \frac{1-v}{2} \right) = 2^{v+1} \sqrt{\pi} \Gamma(-v), \quad (10.4.1) \]

\[ \Gamma^2 \left( \frac{1}{2} \right) = -\Gamma\left( -\frac{1}{2} \right) \Gamma \left( \frac{3}{2} \right) = \pi, \]

implied by (1.2.2–3), we have

\[ H_v(z) = \frac{\sqrt{\pi}}{2 \Gamma(-v)} \left[ \sum_{k=0}^{\infty} \frac{\Gamma(k - \frac{v}{2})}{k! \Gamma\left( k + \frac{1}{2} \right)} z^{2k} - \sum_{k=0}^{\infty} \frac{\Gamma(k + \frac{1-v}{2})}{k! \Gamma\left( k + \frac{3}{2} \right)} z^{2k+1} \right] \]

\[ = \frac{\sqrt{\pi}}{2 \Gamma(-v)} \left[ \sum_{k=0}^{\infty} \frac{\Gamma\left( \frac{2k-v}{2} \right)}{k! \Gamma\left( \frac{2k+1}{2} \right)} \frac{2k-\frac{v}{2}}{2} z^{2k} - \sum_{k=0}^{\infty} \frac{\Gamma\left( \frac{2k+1-v}{2} \right)}{k! \Gamma\left( \frac{2k+3}{2} \right)} \frac{2k+\frac{1-v}{2}}{2} z^{2k+1} \right] \]

\[ = \frac{\sqrt{\pi}}{2 \Gamma(-v)} \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma\left( \frac{m-v}{2} \right)}{\Gamma\left( \frac{m+1}{2} \right) \Gamma\left( \frac{m+2}{2} \right)} z^n. \quad (10.4.2) \]

Since, according to (1.2.3),

\[ 2^n \Gamma\left( \frac{m+1}{2} \right) \Gamma\left( \frac{m+2}{2} \right) = \sqrt{\pi} \Gamma(m + 1) = \sqrt{\pi} m!, \]
formula (10.4.2) can be simplified to

\[ H_\ell(z) = \frac{1}{2\Gamma(-\ell)} \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma\left(\frac{m - \ell}{2}\right)}{n!} (2z)^n, \quad |z| < \infty. \]  

(10.4.3)

This expansion, which is of independent interest, allows us to give a very simple derivation of the required recurrence relations.

Differentiating the series (10.4.3) and introducing the new summation index \( n = m - 1 \), we find that

\[
H'_\ell(z) = 2\frac{1}{2\Gamma(-\ell)} \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma\left(\frac{m - \ell}{2}\right)}{(m - 1)!} (2z)^{n-1}
\]

\[
= -\frac{1}{2\Gamma(-\ell)} \sum_{n=0}^{\infty} \frac{2(-1)^n \Gamma\left(\frac{n + 1 - \ell}{2}\right)}{n!} (2z)^n
\]

\[
= -\frac{2\Gamma(1 - \ell)}{\Gamma(-\ell)} H_{\ell-1}(z) = 2\ell H_{\ell-1}(z).
\]

Thus the Hermite function \( H_\ell(z) \) satisfies the recurrence relation

\[ H'_\ell(z) = 2\ell H_{\ell-1}(z), \]  

(10.4.4)

which generalizes formula (4.10.2). Next we differentiate (10.4.4), obtaining

\[ H''_\ell(z) = 2\ell H'_{\ell-1}(z), \]

which, together with the differential equation (10.2.3) written in the form

\[ H''_\ell(z) = 2z H'_\ell(z) + 2\ell H_\ell(z) = 0, \]

implies

\[ 2\ell H'_{\ell-1}(z) = 2z H'_\ell(z) - 2\ell H_\ell(z). \]  

(10.4.5)

Using (10.4.4) to eliminate \( H'_{\ell-1}(z) \) and \( H'_\ell(z) \) from (10.4.5), we obtain

\[ H_\ell(z) - 2z H_{\ell-1}(z) + 2(\ell - 1)H_{\ell-2}(z) = 0. \]  

(10.4.6)

Finally, replacing \( \ell \) by \( \nu + 1 \) in (10.4.6) leads to another recurrence relation

\[ H_{\nu+1}(z) - 2z H_{\nu}(z) + 2\nu H_{\nu-1}(z) = 0, \]  

(10.4.7)

which agrees with our previous formula (4.10.1) when \( \nu \) is a positive integer.

---

\footnote{Because of the intervention of the duplication formula (10.4.1), the series (10.4.3) can be used for nonnegative integral \( \nu = n \) only if we agree that the indeterminate ratio\[ \frac{\Gamma(-1)}{\Gamma(-2)} \]
is formally equal to \(-4\) [the value consistent with (10.4.1)], and all other indeterminate expressions are evaluated with this in mind.}
10.5. Integral Representations of the Hermite Functions

Various integral representations of the Hermite functions \( H_n(z) \) involving contour integrals or definite integrals can be derived by summing the series defining \( H_n(z) \). The simplest such representation is obtained from (10.4.3) by assuming that \( \Re \nu < 0 \) and replacing \( \Gamma(\{m - \nu\}) \) by an integral of the type (1.1.1). This gives

\[
H_n(z) = \frac{1}{2\Gamma(-\nu)} \sum_{m=0}^{\infty} \frac{(-1)^m (2z)^m}{m!} \int_0^\infty e^{-t^{1/2} m - \nu - 1} dt
\]

\[
= \frac{1}{2\Gamma(-\nu)} \int_0^\infty e^{-t^{1/2} \nu - 1} dt \sum_{m=0}^{\infty} \frac{(-1)^m (2z \sqrt{\nu})^m}{m!}
\]

\[
= \frac{1}{2\Gamma(-\nu)} \int_0^\infty e^{-t^{1/2} \nu - 1} dt,
\]

where reversing the order of summation and integration is justified by an absolute convergence argument. Introducing the new variable of integration \( t = \sqrt{\nu} \), we can write (10.5.1) in the form

\[
H_n(z) = \frac{1}{\Gamma(-\nu)} \int_0^\infty e^{-t^2 - 2zt^{1/2} - \nu - 1} dt, \quad \Re \nu < 0.
\]

(10.5.2)

This formula resembles the integral representations of Sec. 4.11, derived earlier for the Hermite polynomials. In particular, it follows from (10.5.2) that the Hermite functions of negative integral degree can be expressed in closed form in terms of the complementary error function (2.1.6). In fact, setting \( \nu = -1 \) in (10.5.2), we obtain

\[
H_{-1}(z) = \int_0^\infty e^{-t^2 - 2zt} dt = e^{z^2} \int_0^\infty e^{-(t+z)^2} dt = e^{z^2} \int_0^\infty e^{-s^2} ds,
\]

i.e.,

\[
H_{-1}(z) = e^{z^2} \text{Erfc} \, z,
\]

(10.5.3)

and in general

\[
H_{-n-1}(z) = \frac{(-1)^n}{2^n n!} \frac{d^n}{dz^n} (e^{z^2} \text{Erfc} \, z), \quad n = 0, 1, 2, \ldots
\]

(10.5.4)

Another important integral representation of \( H_n(z) \) can be deduced from (10.3.4) by replacing the Hermite functions in the right-hand side by integrals of the form (10.5.2). Under the assumption that \( \Re \nu > -1 \), this gives

\[
H_n(z) = \frac{2^n e^{z^2}}{\sqrt{\pi}} \left[ e^{-v^{1/2}} \int_0^\infty e^{-t^2 - 2zt^{1/2} \nu} dt + e^{-v^{1/2}} \int_0^\infty e^{-t^2 + 2zt^{1/2} \nu} dt \right],
\]

or

\[
H_n(z) = \frac{2^{n+1} e^{z^2}}{\sqrt{\pi}} \int_0^\infty e^{-t^2} \cos \left( 2zt - \frac{\nu t}{2} \right) dt, \quad \Re \nu > -1.
\]

(10.5.5)
Formula (10.5.5) is the generalization of the integral representations (4.11.2–3) of the Hermite polynomials, to which it reduces when \( \nu = n \) \((n = 0, 1, 2, \ldots)\).

Some other integral representations of the Hermite functions are given in Problems 1–4 at the end of this chapter.

### 10.6. Asymptotic Representations of the Hermite Functions for Large \(|z|\)

To derive asymptotic representations of the Hermite functions \(H_\nu(z)\) for large \(|z|\) and fixed \(|\nu|\), we first assume that \(\text{Re } \nu < 0, \ |\arg z| < \pi/2\). Then, using (10.5.2) to represent \(H_\nu(z)\), we replace \(e^{-t^2}\) by its Taylor series expansion with remainder, i.e.,

\[
e^{-t^2} = \sum_{k=0}^{\infty} \frac{(-1)^k t^{2k}}{k!} + o_n(t),
\]

where

\[
|o_n(t)| \leq \frac{t^{2n+2}}{(n+1)!}.
\]

Integrating term by term and noting that

\[
\int_0^\infty e^{-2t^2} t^{2k-\nu-1} dt = \frac{\Gamma(2k-\nu)}{(2\pi)^{\nu/2}} k = 0, 1, 2, \ldots
\]

if \(\text{Re } z > 0, \text{Re } \nu < 0\) [cf. (1.5.1)], we find that

\[
H_\nu(z) = (2z)^\nu \left[ \sum_{k=0}^{\infty} \frac{(-1)^k (2k)!}{k!} \frac{t^{2k}}{(2\pi)^{\nu/2}} (2z)^{-2k} + r_\nu(z) \right].
\]

where

\[
r_\nu(z) = \frac{(2z)^{-\nu}}{\Gamma(-\nu)} \int_0^\infty o_n(t) e^{-2t^2} t^{\nu-1} dt
\]

and

\[
(2k+2) = \frac{\Gamma(-\nu + 2k)}{\Gamma(-\nu)} = (-\nu)(-\nu+1) \cdots (-\nu+2k-1)
\]

\((k = 1, 2, \ldots)\). Now suppose that

\[
|\arg z| \leq \frac{\pi}{2} - \delta,
\]

where \(\delta > 0\) is arbitrarily small. Then it is easily seen that

\[
|r_\nu(z)| \leq \frac{(2|z|)^{-\Re \nu} |\arg z||\Im \nu|}{|\Gamma(-\nu)(n+1)!|} \int_0^\infty e^{-2t^2} \sin \delta t^{2n+1-\Re \nu} dt = O(|z|^{-2n-2})
\]
(cf. footnote 37, p. 269), and hence (10.6.3) can be written in the form

$$H_v(z) = (2z)^v \left[ \sum_{k=0}^{\infty} \frac{(-1)^k (v)_k}{k!} (2z)^{-2k} + O(|z|^{-2n-2}) \right]. \quad (10.6.4)$$

Next we show that (10.6.5) remains valid for arbitrary $v$. In fact, let the condition $\Re v < 0$ be replaced by the weaker condition $\Re v < 1$. Then, using the recurrence relation (10.4.7), we represent $H_v(z)$ in the form

$$H_v(z) = 2z H_{v-1}(z) - 2(v-1)H_{v-2}(z), \quad (10.6.5)$$

where the real part of the degree of each Hermite function on the right is negative. Applying (10.6.4) to each of these functions, and making some simple calculations, we obtain an expansion of the same form as (10.6.4), thereby extending (10.6.4) to the case $\Re v < 1$. Repeating this argument as often as necessary, we find that (10.6.4) is valid for any value of $v$. Moreover, by slightly modifying the method used to prove (10.6.4), we can extend the result to the larger sector

$$|\arg z| \leq \frac{3\pi}{4} - \delta.$$ 

Thus, finally, we arrive at the following asymptotic representation of $H_v(z)$ for large $z$ and fixed $v$:

$$H_v(z) = (2z)^v \left[ \sum_{k=0}^{\infty} \frac{(-1)^k (v)_k}{k!} (2z)^{-2k} + O(|z|^{-2n-2}) \right], \quad |\arg z| \leq \frac{3\pi}{4} - \delta. \quad (10.6.6)$$

Asymptotic representations of $H_v(z)$ which are valid in other sectors of the complex plane can be derived from (10.6.6) by using the relations (10.3.6-7). For example, if

$$\frac{\pi}{4} < \arg z < \frac{5\pi}{4},$$

then

$$|\arg (-z)| = |\arg z - \pi| < \frac{3\pi}{4}, \quad |\arg (-iz)| = \left| \arg z - \frac{\pi}{2} \right| < \frac{3\pi}{4}.$$ 

Therefore, applying (10.6.6) to each Hermite function in the right-hand side of (10.3.6), we find that

$$H_v(z) = (2z)^v \left[ \sum_{k=0}^{\infty} \frac{(-1)^k (v)_k}{k!} (2z)^{-2k} + O(|z|^{-2n-2}) \right]$$

$$- \frac{\sqrt{\pi} e^{\pi i v}}{\Gamma(-v)} e^{2iz} z^{-v-1} \left[ \sum_{k=0}^{\infty} \frac{(v + 1)_{2k}}{k!} (2z)^{-2k} + O(|z|^{-2n-2}) \right],$$

$$\frac{\pi}{4} + \delta \leq \arg z \leq \frac{5\pi}{4} - \delta. \quad (10.6.7)$$

\(^7\) Instead of (10.5.2), use the integral representation

$$H_v(z) = \frac{1}{\Gamma(-v)} \int_0^{\infty} e^{-t} t^{-v-1} dt,$$

where $|\theta| < \pi/4$ and the integration is along the ray $\arg t = \theta$. 

where $|\theta| < \pi/4$ and the integration is along the ray $\arg t = \theta$. 

Similarly, it follows from (10.3.7) and (10.6.6) that

\[
H_\nu(z) = (2z)^\nu \left[ \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} (-\nu)_k (2z)^{-2k} + O(|z|^{-2n-2}) \right] \\
- \frac{\sqrt{\pi} e^{-\gamma n}}{\Gamma(-\nu)} e^{2z} z^{-\nu-1} \left[ \sum_{k=0}^{\infty} \frac{(\nu + 1)_k}{k!} (2z)^{-2k} + O(|z|^{-2n-2}) \right], \\
- \left( \frac{5\pi}{4} - \delta \right) \leq \arg z \leq \left( \frac{5\pi}{4} + \delta \right).
\] (10.6.8)

Together, formulas (10.6.6–8) give a complete description of the behavior of the function \(H_\nu(z)\) for large \(|z|\). These formulas do not contradict each other in their common regions of applicability, since the second terms of (10.6.7–8) are small compared to the first terms if

\[- \frac{3\pi}{4} < \arg z < -\frac{\pi}{4}, \quad \frac{\pi}{4} < \arg z < \frac{3\pi}{4},\]

and can therefore be included in the term \(O(|z|^{-2n-2})\).

Finally, we note that (10.6.4) is an immediate consequence of the asymptotic representation (9.12.3) for the confluent hypergeometric function of the second kind and the fact that

\[H_\nu(z) = 2^\nu \Psi\left( -\frac{\nu}{2}, \frac{1}{2}; z^2 \right)\]

(cf. footnote 4, p. 285).

### 10.7. The Dirichlet Problem for a Parabolic Cylinder

The special functions studied in this chapter allow us to solve the boundary value problems of potential theory for the case of a domain bounded by a parabolic cylinder. To find the appropriate set of solutions of Laplace's equation, we introduce the parabolic coordinates (10.1.1) and look for solutions in the form of the product (10.1.7), thereby arriving at equations (10.1.8–10). If we require that the solutions be bounded in the whole domain, in particular at infinity, it must be assumed that the parameter \(\lambda\) is real. Then the corresponding solution of (10.1.8) is

\[Z = C \cos \lambda z + D \sin \lambda z, \quad \lambda > 0,\] (10.7.1)

which is bounded for \(-\infty < z < \infty\).

Introducing the new parameter \(\nu\) related to \(\mu\) by the formula

\[\mu = \lambda e(2\nu + 1),\]

\[\text{Without loss of generality, we can assume that } \lambda \text{ is nonnegative, since changing the sign of } \lambda \text{ does not affect the separation constant } \lambda^2.\]
and using (10.2.18), we find that the general solution of (10.1.9) can be written in the form

$$A = Me^{-\lambda c \alpha^2/2}H_{\nu}(\sqrt{\lambda c \alpha}) + Ne^{\lambda c \alpha^2/2}H_{-\nu-1}(i\sqrt{\lambda c \alpha}).$$  \hspace{1cm} (10.7.2)

According to the asymptotic formulas of Sec. 10.6,

$$H_{\nu}(\sqrt{\lambda c \alpha}) \approx (2\sqrt{\lambda c \alpha})^\nu, \hspace{1cm} \alpha \to \infty,$$

$$H_{-\nu-1}(i\sqrt{\lambda c \alpha}) \approx e^{-\frac{\nu+1}{2}(2\sqrt{\lambda c \alpha})^{-\nu-1}}, \hspace{1cm} \alpha \to \infty,$$

and hence we must set $N = 0$ if the solutions are to be bounded. Moreover, for $\nu \neq 0, 1, 2, \ldots$, we have

$$H_{\nu}(\sqrt{\lambda c \alpha}) \approx \frac{\pi}{\Gamma(-\nu)} e^{\lambda c \alpha^2/(\sqrt{\lambda c \alpha}|z|)^{-\nu-1}}, \hspace{1cm} \alpha \to -\infty$$

and therefore we must also set $M = 0$. It follows that unless $\nu$ is a non-negative integer, there are no solutions which are bounded as $\alpha \to \pm \infty$ (except the trivial solution identically equal to zero).

For integral $\nu = n$ ($n = 0, 1, 2, \ldots$), the Hermite functions reduce to Hermite polynomials, and the solution of equation (10.1.9) bounded in the interval $(-\infty, \infty)$ is

$$A = Me^{-\lambda c \alpha^2/2}H_{n}(\sqrt{\lambda c \alpha}), \hspace{1cm} n = 0, 1, 2, \ldots$$  \hspace{1cm} (10.7.3)

Substituting the corresponding value $\mu = \lambda c (2n + 1)$ into (10.1.10), we can write the general solution of this equation as

$$B = Pe^{\lambda c \beta^2/2}H_{\beta}(i\sqrt{\lambda c \beta}) + Q e^{-\lambda c \beta^2/2}H_{-n-1}(i\sqrt{\lambda c \beta})$$  \hspace{1cm} (10.7.4)

[cf. (10.2.18)]. Combining (10.7.1) and (10.7.3, 4), we see that Laplace’s equation has infinitely many solutions of the form

$$u = u_{n,n} = e^{-\lambda c \alpha^2/2}H_{n}(\sqrt{\lambda c \alpha}) \left[ P_{n} e^{\lambda c \beta^2/2}H_{\beta}(i\sqrt{\lambda c \beta}) \right]$$

$$+ Q_{n} e^{-\lambda c \beta^2/2}H_{-n-1}(i\sqrt{\lambda c \beta}) \left[ \cos \lambda z + \sin \lambda z \right],$$

$$\lambda \geq 0, \hspace{1cm} n = 0, 1, 2, \ldots,$$  \hspace{1cm} (10.7.5)

which are bounded for $-\infty < \alpha < \infty$, $-\infty < z < \infty$. For the exterior problem, $\beta$ varies over the interval $\beta_0 < \beta < \infty$, where the surface of the parabolic cylinder corresponds to $\beta = \beta_0$, and hence we have to set $P_{n,n} = 0$.

In view of the asymptotic formulas

$$H_{\beta}(i\sqrt{\lambda c \beta}) \approx P_n(2\sqrt{\lambda c \beta})^n, \hspace{1cm} \beta \to \infty,$$

$$H_{-\beta-1}(i\sqrt{\lambda c \beta}) \approx (2\sqrt{\lambda c \beta})^{-n-1}, \hspace{1cm} \beta \to \infty,$$

We now show that $Q_{n,n}$ must be set equal to 0 if the solutions (10.7.5)
are to be harmonic in the case of the interior problem, where $0 \leq \beta < \beta_0$. Here the decisive consideration is the behavior of \( \text{grad } u \) near the singular curve of the transformation (10.1.1), i.e., the line $\alpha = \beta = 0$ on which the Jacobian $\partial(x, y, z)/\partial(x, \beta, z)$ vanishes. It is an immediate consequence of (10.1.5) that

\[
(\text{grad } u)^2 = \frac{1}{c^2(\alpha^2 + \beta^2)} \left[ \left( \frac{\partial u}{\partial \alpha} \right)^2 + \left( \frac{\partial u}{\partial \beta} \right)^2 \right] = \left( \frac{\partial u}{\partial z} \right)^2.
\]

Since the denominator in the right-hand side vanishes on the curve $\alpha = \beta = 0$, a necessary condition for grad $u$ to be finite is that the expression in brackets should also vanish for $\alpha = \beta = 0$, i.e., that $Q_{\lambda, n} = 0$, since (10.7.5) implies\(^9\)

\[
\left[ \frac{\partial u}{\partial \alpha} \right]^2 + \left( \frac{\partial u}{\partial \beta} \right)^2 \bigg|_{\alpha = \beta = 0} = \cos \frac{\lambda \alpha}{\sin \lambda \beta} = 0.
\]

Moreover, this condition is also sufficient, since it is easily verified that if $Q_{\lambda, n} = 0$, then the expression

\[
\left[ \frac{\partial u}{\partial \alpha} \right]^2 + \left( \frac{\partial u}{\partial \beta} \right)^2
\]

is divisible by $\alpha^2 + \beta^2$, so that grad $u$ is well-behaved on the line $\alpha = \beta = 0$.\(^{10}\)

Thus the appropriate particular solutions of Laplace’s equation are

\[
u = u_{\lambda, n} = P_{\lambda, n} e^{-(\lambda \alpha^2/2x^2 - \beta^2)} H_n(\sqrt{\lambda \alpha} \alpha) H_n(i\sqrt{\lambda \beta} \beta) \frac{\cos \lambda \alpha}{\sin \lambda \beta},
\]

\[
l \geq 0, \quad n = 0, 1, 2, \ldots \quad (10.7.6)
\]

for the interior problem, and

\[
u = u_{\lambda, n} = Q_{\lambda, n} e^{-(\lambda \alpha^2/2x^2 + \beta^2)} H_n(\sqrt{\lambda \alpha} \alpha) H_{-n-1}(i\sqrt{\lambda \beta} \beta) \frac{\cos \lambda \alpha}{\sin \lambda \beta},
\]

\[
l \geq 0, \quad n = 0, 1, 2, \ldots \quad (10.7.7)
\]

for the exterior problem.

Boundary value problems involving parabolic cylinders are solved by superposition of the particular solutions (10.7.6–7). For example, consider the interior Dirichlet problem, assuming, for simplicity, that the function $f' = f(x, z)$ appearing in the boundary condition

\[
\left. u \right|_{\alpha = \beta = 0} = f
\]

\[
(10.7.8)
\]

\(^9\) In the course of the calculations, we use the formulas

\[
H_n(0)H_n(0) = 0, \quad H_n(0)H'_{-n-1}(0) = -\cos \frac{\pi n}{2}, \quad H_n(0)H_{-n-1}(0) = \sin \frac{\pi n}{2},
\]

\[
n = 0, 1, 2, \ldots
\]

which follow from (10.2.10).

\(^{10}\) Cf. the analogous treatment for an oblate spheroid on p. 217.
is an even function of \( z \), which implies that the same is true of the solution \( u = u(x, \beta, z) \).\(^{11}\) Suppose that \( f \) can be expanded in a Fourier integral
\[
f = \int_{0}^{\infty} f_\lambda(x) \cos \lambda z \, d\lambda, \quad -\infty < z < \infty, \tag{10.7.9}
\]
where
\[
f_\lambda = \frac{2}{\pi} \int_{0}^{\infty} f \cos \lambda z \, dz, \tag{10.7.10}
\]
and moreover suppose that the solution \( u \) can also be represented as a Fourier integral
\[
u = \int_{0}^{\infty} u_\lambda(x, \beta) \cos \lambda z \, d\lambda, \quad -\infty < z < \infty. \tag{10.7.11}
\]
Then, according to (10.7.6), we can look for \( u_\lambda(x, \beta) \) in the form of a series
\[
u_\lambda(x, \beta) = \sum_{n=0}^{\infty} P_{\lambda, n} e^{-((\lambda \epsilon / 2) \alpha x^2 - \beta \alpha)} H_n(\sqrt{\lambda \epsilon \alpha} x) H_\alpha(\sqrt{\lambda \epsilon \beta} x), \tag{10.7.12}
\]
and we have the condition
\[
f_\lambda(x) = \sum_{n=0}^{\infty} P_{\lambda, n} e^{-((\lambda \epsilon / 2) \alpha x^2 - \beta \alpha)} H_n(x) H_\alpha(i \sqrt{\lambda \epsilon \beta}), \tag{10.7.13}
\]
for determining the coefficients \( P_{\lambda, n} \). Assuming that \( f(x) \) satisfies the conditions of Theorem 2, p. 71, we find that
\[
P_{\lambda, n} e^{\lambda \epsilon \beta / 2} H_n(i \sqrt{\lambda \epsilon \beta}) = \frac{\sqrt{\lambda \epsilon}}{2^n n! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\lambda \epsilon \alpha^2 / 2} f_\lambda(x) H_\alpha(\sqrt{\lambda \epsilon} \alpha) \, dx, \tag{10.7.14}
\]
and hence the expansion coefficient \( u_\lambda(x, \beta) \) is given by the sum
\[
u_\lambda(x, \beta) = \sum_{n=0}^{\infty} e^{-((\lambda \epsilon / 2) \alpha x^2 - \beta \alpha)} \frac{H_n(i \sqrt{\lambda \epsilon} \beta)}{H_n(i \sqrt{\lambda \epsilon} \beta)} H_n(\sqrt{\lambda \epsilon \alpha}) \tag{10.7.15}
\]
\[
\times \frac{\sqrt{\lambda \epsilon}}{2^n n! \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\lambda \epsilon \alpha^2 / 2} f_\lambda(x) H_\alpha(\sqrt{\lambda \epsilon} \alpha) \, dx.
\]
Substituting (10.7.15) into (10.7.11), we obtain the formal solution of our problem.

---

\(^{11}\) The case where \( f \) is an odd function of \( x \) is handled in the same way. Then the solution in the general case is represented as the sum of the solutions of the two simpler problems with the following even and odd boundary conditions:
\[
f_1 = \frac{1}{2} [f(x, z) + f(x, -z)], \quad f_2 = \frac{1}{2} [f(x, z) - f(x, -z)].
\]
10.8. Application to Quantum Mechanics

The Schrödinger equation for a linear harmonic oscillator of mass \( m \), angular frequency \( \omega_0 \) and total energy \( E \) has the form

\[
\frac{d^2\psi}{dx^2} + \left( \frac{2mE}{\hbar^2} - \frac{m^2\omega_0^2}{\hbar^2} \right) \psi = 0,
\]  

(10.8.1)

where \( \psi \) is the wave function and \( \hbar \) is Planck’s constant.\(^\text{12}\) In quantum mechanics, it is required to find the values of \( E \) for which (10.8.1) has bounded solutions in the interval \(-\infty < x < \infty\). If we set

\[
\mu = \frac{2mE}{\hbar^2}, \quad \lambda \omega = \frac{m\omega_0}{\hbar},
\]

equation (10.8.1) coincides with equation (10.1.9). It follows from the results of Sec. 10.7 that the solutions of (10.8.1) are bounded in \((-\infty, \infty)\) only if

\[
\mu = \lambda \omega (2n + 1), \quad n = 0, 1, 2, \ldots,
\]

i.e., only if

\[
\frac{2mE}{\hbar^2} = (2n + 1) \frac{m\omega_0}{\hbar}, \quad n = 0, 1, 2, \ldots,
\]

which implies

\[
E = E_n = (n + \frac{1}{2}) \hbar \omega_0, \quad n = 0, 1, 2, \ldots
\]  

(10.8.2)

The corresponding wave functions can be expressed in terms of Hermite polynomials.

PROBLEMS

1. Derive the following integral representations of the Hermite functions:

\[
H_n(x) = \frac{2^{n+1}}{\Gamma\left(1 - \frac{n}{2}\right)} \int_0^\infty e^{-t} t^{-n/2} e^{-x^2/4t} \, dt, \quad \text{Re} \, v < 1, \quad |\arg z| < \frac{\pi}{2}
\]

\[
H_n(x) = \frac{2^{n+1}}{\Gamma\left(-\frac{n}{2}\right)} \int_0^\infty e^{-t} t^{-n/2} (t^2 + x^2)^{-1/2} \, dt, \quad \text{Re} \, v < 0, \quad |\arg z| < \frac{\pi}{2}
\]

Hint. Use formulas (9.10.3) and (9.11.6), and the representation of \( H_n(x) \) in terms of \( \Psi(x, v; z) \), the confluent hypergeometric function of the second kind (see footnote 4, p. 285).

2. Derive the following integral representation of the product of two Hermite functions:

\[ H_\mu(z)H_\nu(z) = \frac{\Gamma(-\mu - \nu)}{\Gamma(-\mu)\Gamma(-\nu)} \int_0^{\infty} \frac{e^{-t^2/2} t^{-\mu-\nu-1} \phi(\frac{\mu + \nu}{2})}{\sqrt{\pi}} dt, \]

where \( \phi(x) = \int_0^x e^{-t^2} dt \) is the cumulative distribution function of a standard normal variable. 

*Hint.* Use (10.5.1) and transform to polar coordinates in the double integral.

3. Prove the integral representation

\[ H_\mu(z)H_\nu(z) = \frac{1}{\Gamma(-\mu - \nu)} \int_0^{\infty} e^{-t^2/2} t^{-\mu-\nu-1} \phi(\frac{\mu + \nu}{2} - t) dt, \]

where the \( \phi \) function is a modified Bessel function of the second kind, \( I_{\nu}(z) \).

*Hint.* Use (10.5.1) to represent the left-hand side as a double integral over the square \( 0 < s < \infty, 0 < t < \infty \), and then transform to the new variables \( u = s + t, v = ts \).

4. Prove the formulas

\[ \{H_\nu(z)\}^2 = \frac{1}{\Gamma(-\nu)} \int_0^{\infty} e^{-t^2/2} t^{-\nu-1}(1 + t^2)^{-\nu/2} dt, \quad \Re \nu < 0, \]

\[ H_\mu(z)H_{\nu+1}(z) = \frac{1}{\Gamma(-2\nu - 1)} \int_0^{\infty} e^{-t^2/2} t^{-2\nu-2} \phi(\frac{\nu}{2} - t) dt, \quad \Re \nu < -\frac{1}{2}. \]

5. Show that the Hermite functions satisfy the integral equation

\[ x^{-(\nu + 1/2)} H_\nu(x) = 2 \int_0^\infty (xy)^{1/2} J_{\nu}(2xy)y^{-(\nu + 1/2)} H_\nu(y) dy, \]

\[ 0 < x < \infty, \quad \Re \nu < 1. \]

6. Show that the Hermite functions of half-integral degree can be expressed in terms of the cylinder functions of imaginary argument. In particular, prove the relation

\[ H_{-\nu/2}(z) = \left( \frac{x}{2\pi} \right)^{1/2} e^{z^2/2} K_{\nu/4}(z^2/4), \quad |\arg z| < \frac{\pi}{2}. \]

*Hint.* Use the integral representation (10.5.1), and make the change of variable \( t = 2z \sinh^2 (t/4) \).

7. Prove the formula

\[ K_0\left( \frac{x^2 + y^2}{2} \right) = 2 \sum_{n=0}^{\infty} \frac{(1)^n \Gamma(n + 1)}{n!} e^{-x^2 + y^2/2} H_{2n}(x)H_{2n}(y), \]

\[ -\infty < x < \infty, \quad 0 < y < \infty, \]

where \( K_0(z) \) is Macdonald's function.

*Hint.* Apply Theorem 2, p. 71 and the result of Problem 1.
8. Consider the system of *paraboloidal coordinates* \( \alpha, \beta, \varphi \) related to the rectangular coordinates \( x, y, z \) by the formulas

\[
x = c x \beta \cos \varphi, \quad y = c x \beta \sin \varphi, \quad z = \frac{c}{2} (x^2 - \beta^2),
\]

where \( 0 \leq \alpha < \infty, \ 0 \leq \beta < \infty, \ -\pi < \varphi \leq \pi, \) and \( c > 0 \) is a scale factor. In this coordinate system, the surfaces \( \alpha = \text{const}, \ \beta = \text{const} \) are paraboloids of revolution instead of parabolic cylinders, as in (10.1.1). Find the square of the element of arc length, the metric coefficients and Laplace’s equation in the system \( \alpha, \beta, \varphi \). Show that separation of variables is possible in Laplace’s equation written in the coordinates \( \alpha, \beta, \varphi \), and find the appropriate particular solutions, both for the interior and the exterior problem.
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